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Preface

Rudolph Mossbauer discovered the phenomenon of recoil-free nuclear
resonance fluorescence in 1957-58 and the first indications of hyperfine
interactions in a chemical compound were obtained by Kistner and Sunyar
in 1960. From these beginnings the technique of Mossbauer spectroscopy
rapidly emerged and the astonishing versatility of this new technique soon
led to its extensive application to a wide variety of chemical and solid-state
problems. This book reviews the results obtained by Mossbauer spectroscopy
during the past ten years in the belief that this will provide a firm basis for
the continued development and application of the technique to new problems
in the future.

It has been our aim to write a unified and consistent treatment which
firstly presents the basic principles underlying the phenomena involved, then
outlines the experimental techniques used, and finally summarises the wealth
of experimental and theoretical results which have been obtained. We have
tried to give some feeling for the physical basis of the Mossbauer effect with-
out extensive use of mathematical formalism, and some appreciation of the
experimental methods employed without embarking on a detailed discussion
of electronics and instrumentation. However, full references to the original
literature are provided and particular points can readily be pursued in more
detail if required.

The vast amount ofwork which has been published using the 57Fe resonance
is summarised in nine chapters and again full references to the relevant
literature are given. The aim here has been to give a critical treatment which
provides perspective without loss of detail. The text has been updated to the
beginning of 1970 and numerous references to important results after that
time have also been included.

A similar approach has been adopted for tin-119 and for each of the forty
other elements for which Mossbauer resonances have been observed. Though
the results here are much less extensive than for iron, many new points of
theory emerge and numerous ingenious applications have been devised.
Indeed, one of the great attractions of Mossbauer spectroscopy is its applic-
ability to a wide range of very diverse problems. At all times we have tried to
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emphasise the chemical implications of the results and have indicated both
the inherent advantages and the occasional limitations of the technique.

Our own interest in Mossbauer spectroscopy dates from 1962 and, from
the outset, we were helped immeasurably by that small international band of
enthusiasts who in the early days so generously shared their theoretical insight
and instrumental expertise with us. As more chemists became aware of the
technique, various international conferences were arranged and, in this
country, the Mossbauer Discussion Group was formed. The wide range of
topics discussed at these meetings testifies to the metamorphosis of Mossbauer
spectroscopy from its initial 'technique oriented phase' to its present, more
mature 'problem oriented phase'. Accordingly, Mossbauer spectroscopy is
now widely employed as one of a variety of experimental techniques ap-
propriate to the particular problem being studied. With this maturity comes
the realisation that in future it will no longer be feasible, or indeed desirable,
to review each individual application of Mossbauer spectroscopy or to
delineate its distinctive contribution to the solution of a particular problem.
However, the present book, in reviewing the first decade of Mossbauer
spectroscopy, enables an overall view of the scope of the method to be ap-
preciated. We hope that it will serve both as an introductory text for those
wishing to become familiar with the technique, and as a detailed source-book
of references and ideas for those actively working in this field.

The book was written whilst we were in the Department of Inorganic
Chemistry at the University of Newcastle upon Tyne, and it is a pleasure to
record our appreciation of the friendly and stimulating discussions we have
had over the years with the other members ofstaff, graduate students, and visit-
ing research fellows in the Mossbauer Group which grew up there. We are
indebted to Mrs Mary Dalgliesh for her good-humoured persistence and
technical skill in preparing the extensive and often complex typescript, and
would also like to thank Mrs Linda Cook, Mrs Millie Fenwick, and
Miss Anne Greenwood for their help in checking proofs and preparing the
indexes.

T.C.G., N.N.G.
Department of Inorganic Chemistry,
University of Newcastle upon Tyne.
May 1971.



1 The Mossbauer Effect

The phenomenon of the emission or absorption of a y-ray photon without
loss of energy due to recoil of the nucleus and without thermal broadening is
known as the Mossbauer effect. It was discovered by Rudolph Mossbauer
in 1957 [I] and has had an important influence in many branches of physics
and chemistry, particularly during the last five years. Its unique feature is in
the production of monochromatic electromagnetic radiation with a very
narrowly defined energy spectrum, so that it can be used to resolve minute
energy differences. The direct application of the Mossbauer effect to chemis-
try arises from its ability to detect the slight variations in the energy of inter-
action between the nucleus and the extra-nuclear electrons, variations which
had previously been considered negligible.

The Mossbauer effect has been detected in a total of 88 y-ray transitions in
72 isotopes of 42 different elements. Although in theory it is present for all
excited-state-ground-state y-ray transitions, its magnitude can be so low as
to preclude detection with current techniques. As will be seen presently,
there are several criteria which define a useful Mossbauer isotope for chemical
applications, and such applications have so far been restricted to about a
dozen elements, notably iron, tin, antimony, tellurium, iodine, xenon,
europium, gold, and neptunium, and to a lesser extent nickel, ruthenium,
tungsten, and iridium. The situation thus parallels experience in nuclear
magnetic resonance spectroscopy where virtually all elements have at least
one naturally occurring isotope with a nuclear magnetic moment, though less
than a dozen can be run on a routine basis (e.g. hydrogen, boron, carbon-B,
fluorine, phosphorus, etc.). However, advances in technique will undoubtedly
allow the development of other nuclei for chemical Mossbauer spectroscopy.

To gain an insight into the physical basis of the Mossbauer effect and the
importance of recoilless emission of y-rays, we must consider the interplay
of a variety of factors. These are best treated under five separate headings:

1.1 Energetics of free-atom recoil and thermal broadening.
1.2 Heisenberg naturallinewidth.
1.3 Energy and momentum transfer to the lattice.

[Refs. on p. 16]



2 I THE MOSSBAUER EFFECT

1.4 Recoil-free fraction and Debye-Waller factor.
1.5 Cross-section for resonant absorption.

1.1 Energetics of Free-atom Recoil and Thermal Broadening
Let us consider an isolated atom in the gas phase and define the energy
difference between the ground state of the nucleus (Eg) and its excited state
(Ee) as

E= Ee - Eg

The following treatment refers for simplicity to one dimension only, that in
which a y-ray photon is emitted and in which the atom recoils. This simpli-
fication causes no loss of generality as the components of motion in the other
two dimensions remain unchanged. If the photon is emitted from a nucleus of
mass M moving with an initial velocity Vx in the chosen direction x at the
moment of emission (see Fig. 1.1), then its total energy above the ground

Before After
emission emission

~ ~
y.
~

=
~

E+ !MV}

Velocity

Energy

Vx+v)-

Ey + !MIVx+v;2
EyMomentum MVx = .M(Vx+v)+c

Fig. 1.1 The energy and momentum are conserved in the gamma emission process.

state nucleus at rest is (E + !MVx2). After emission the y-ray will have an
energy Ey and the nucleus a new velocity (Vx + v) due to recoil (note that v
is a vector so that its direction can be opposite to Vx )' The total energy of the
system is Ey + !M(Vx + V)2. By conservation of energy

E + !MVx
2 = Ey + !M(Vx + t-)l

The difference between the energy of the nuclear transition (E) and the
energy of the emitted y-ray photon (Ey ) is

bE = E - Ey = !Mv2 + MrVx

bE = ER + ED 1.1

The y-ray energy is thus seen to differ from the nuclear energy level separa-
tion by an amount which depends firstly on the recoil kinetic energy
(ER = !Mv2

) which is independent of the velocity Vx , and secondly on the
term ED = MvVx which is proportional to the atom velocity Vx and is a
[Refs. on p. 16]



ENERGETICS OF FREE·ATOM RECOIL I 3

Doppler-effect energy. Since Vx and v are both much smaller than the speed
of light it is permissible to use non-relativistic mechanics.

The mean kinetic energy per translational degree of freedom of a free
atom in a gas with random thermal motion is given by

EK = -!-MV/ ~dkT
where Vx

2 is the mean square velocity of the atoms, k is the Boltzmann
constant and T the absolute temperature.

Hence (VX 2)t = y(2EK / M) and the mean broadening

1.2

Thus referring to equation 1.1, the y-ray distribution is displaced by ER and
broadened by twice the geometric mean of the recoil energy and the average
thermal energy. The distribution itself is Gaussian and is shown diagrammatic-
ally in Fig. 1.2. For E and Ey having values of about 104 eV ER and ED are

£

ER( )0 __£y

Fig. 1.2 The statistical energy distribution of the emitted y-ray showing the inter-
relationship of E, ER , and ED.

about 10- 2 eV.(The14·4-keV 57Fetransitionat300KhasER = 1·95 X 10- 3

eV and ED r-.J 1·0 X 1O- 2eV).
The values of ER and ED can be more conveniently expressed in terms of

the y-ray energy Ey • Thus

E - l.M 2 _ (Mv)2 _ L
R - 2 V - 2M - 2M

where p is the recoil momentum of the atom. Since momentum must be
conserved, this will be equal and opposite to the momentum of the y-ray
photon, Py,

Eyp= -p =--
y C

[Refs. on p. 16]



4 I THE MOSSBAUER EFFECT

I.3
£2

E - y
R - 2Mc2

Expressing Ey in eV, Min a.m.u., and with c = 2·998 X lOll mm S-1 gives

hence

E2
ER (eV) = 5·369 x 10- 10

-y
M

1.4

Likewise from equations 1.2 and 1.3

J2EK
ED = 2y(EKE R) = Ey (Mci) 1.5

The relevance of ER and ED to gamma resonance emission and absorption
can now be discussed. Fundamental radiation theory tells us that the pro-
portion of absorption is determined by the overlap between the exciting and
excited energy distributions. In this case the y-ray has lost energy E R due to
recoil of the emitting nucleus. It can easily be seen that for the reverse process
where a y-ray is reabsorbed by a nucleus a further increment of energy ER is
required since the y-ray must provide both the nuclear excitation energy and
the recoil energy of the absorbing atom (E + E R). For example, for
Ey = 104 eV and a mass of M = 100 a.m.u., it is found that ER = 5·4 X

10-4 eV and ED '" 5 X 10- 3 eV at 300 K. The amount of resonance overlap
is illustrated (not to scale) as the shaded area in Fig. 1.3 and is extremely
small.

~I<:

t

-ER £ +ER _Ey

Fig. 1.3 The resonance overlap for free-atom nuclear gamma resonance is small
and is shown shaded in black.

It is interesting to note that the principles outlined above are also relevant
to the resonance absorption of ultraviolet radiation by atoms. However, for
the typical values of E = 6·2 eV (50,000 cm- I ) and M = 100 a.m.u. ER is
only 2·1 x 10- 10 eV and ED is'" 3 X 10- 6 eV. In this case strong resonance
absorption is expected because the emission and absorption profiles over-
lap strongly. The problems associated with recoil phenomena are thus only
important for very energetic transitions.
[Refs. on p. 16]
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The earliest attempts to compensate for the energy disparity 2ER involved
the provision of a large closing Doppler velocity of about 2v.

2v = 2p = p.J'. = 2Ey

M M Me

This was first successfully achieved by Moon [2] in 1950 using an ultra-
centrifuge. A mercury absorber was used, together with a 198Au fJ-active
source to generate an excited state of 198Hg. The required velocity was
about 7 X 105 mm S-1 (1600 mph). Since that time recoil has been compen-
sated by a variety of techniques including prior radioactive decay, nuclear
reactions, and the use of high temperatures to increase the Doppler broaden-
ing of the emission and absorption lines and so improve the resonant overlap.
It is important to note that in all these techniques the recoil energy is being
compensated for, whereas in the Mossbauer effect the recoil energy is eli-
minated and no compensation for recoil is required.

1.2 Heisenberg Natural Linewidth

One of the most important influences on a y-ray energy distribution is the
mean lifetime of the excited state. The uncertainties in energy and time are
related to Planck's constant h (= 2nli) by the Heisenberg uncertainty principle

!j.E tir~ Ii

The ground-state nuclear level has an infinite lifetime and hence a zero
uncertainty in energy. However, the excited state of the source has a mean
life T of a microsecond or less, so that there will be a spread of y-ray energies
of width T s at half height where

TsT = Ii

Whence, substituting numerical values and remembering that
life T is related to the half-life t1 by the relation T = In 2 X t1:

4·562 X 10- 16

T s (eV) = ()
t! s

For a typical case C7Fe), t1 is 97·7 ns and T s is 4'67 X 10-9 eV. This is some
106_107 times less than the values of E R and ED for a free atom and so can
be neglected in that case; this was done implicitly in the preceding section
where the y-transition energy E was represented as a single value rather than
as an energy profile. However, it can be seen that if the recoil and thermal
broadening could be eliminated, radiation with a monochromaticity ap-
proaching 1 part in 1012 could be obtained.

[Refs. on p. 16]



6 I THE MOSSBAUER EFFECT

1.3 Energy and Momentum Transfer to the Lattice
Chemical binding and lattice energies in solids are of the order of 1-10 eV,
and are considerably greater than the free-atom recoil energies E R • If the
emitting atom is unable to recoil freely because of chemical binding, the
recoiling mass can be considered to be the mass of the whole crystal rather
than the mass of the single emitting atom. Equation 1.3 will still apply, but
the mass M is now that of the whole crystallite which even in a fine powder
contains at least 1015 atoms. This diminution of E R by a factor of 1015 makes
it completely negligible. From equation 1.5, ED will also be negligible in
these circumstances.

However, the foregoing treatment is somewhat of an over-simplification.
The nucleus is not bound rigidly in the crystal as assumed above, but is free
to vibrate. In these circumstances it is still true that the recoil momentum is
transferred to the crystal as a whole, since the mean displacement of the
vibrating atom about its lattice position averages essentially to zero during
the time of the nuclear decay, and the only random translational motion
involves the whole crystal, and is negligible. However, the recoil energy of a
single nucleus can be taken up either by the whole crystal as envisaged above
or it can be transferred to the lattice by increasing the vibrational energy of
the crystal, particularly as the two energies are of the same order 'of magnitude.
The vibrational energy levels of the crystal are quantised : only certain energy
increments are allowed and unless the recoil energy corresponds closely
with one of the allowed increments it cannot be transferred to the lattice,
thus ensuring that the whole crystal recoils, leading to negligible recoil
energy. It can be seen that the necessary condition for the Mossbauer effect
to occur is that the nucleus emitting the y-photon should be in an atom
which has established vibrational integrity with the solid matrix. In practice
this criterion can be relaxed slightly (see p. 346) and the effect can sometimes
be observed in viscous liquids.

The vibrational energy of the lattice as a whole can only change by dis-
crete amounts 0, ±liw, ±2Iiw, etc. If ER < liw then either zero or liw units of
vibrational energy but nothing intermediate can be transferred. If a fraction,
/, of y-photons are emitted without transfer of recoil energy to the vibrational
states of the lattice (zero-phonon transitions), then a fraction (1 - f) will
transfer one phonon liw, neglecting all higher multiples of liw to a first
approximation. Lipkin [3] has shown that if many emission processes are
considered, the average energy transferred per event is exactly the free-atom
recoil energy: or on our simple model

[Refs. on p. 16]
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ENERGY AND MOMENTUM TRANSFER TO THE LATTICE I 7

Since the preceding discussion is fundamental to an understanding of the
Mossbauer effect, it is worthwhile restating the main lines of argument to
emphasise their significance. The relevant orders of magnitude of the energy
terms are given in Table 1.1. The Heisenberg widths of the Mossbauer y-rays

Table 1.1 Some typical energies
(1 eV = 23·06 kcal mole- 1 = 96·48 kJ mole-i)

M6ssbauer y-ray energies (Ey)
Chemical binding and lattice energies
Free-atom recoil energies (ER)

Lattice vibration phonon energies
Heisenberg naturallinewidths (r,)

104-105 eV
1-10 eV

10- 4_10- 1 eV
10- 3-10- 1 eV
10- 9-10- 6 eV

permit an intrinsic resolving power of 10- 10 to 10- 14 of the y-ray energies.
When compared with other spectroscopic methods (e.g. u.v.-visible ""'10-1,
gas-phase infrared ""'10- 3 , atomic line spectra "",10- 8), this emphasises the
enormous potential for measuring minute proportionate energy differences.
However, in the presence of free-atom recoil and thermal broadening effects
the resolution drops to 10- 6 to 10-9 •

It is important to emphasise that y-ray energies cannot be measured with
this accuracy· on an absolute scale; indeed these energies are seldom known
to better than I part in 104 • In order to use the precision of the Heisenberg
width, it is customary to use as a reference a radioactive source in which all
the emitting atoms have an identical chemical environment. This is then
compared to an absorbing chemical matrix of the same element and only the
minute difference between the two transition energies is measured. The means
whereby this is accomplished will be discussed shortly.

To summarise: in the Mossbauer experiment the emitting and absorbing
nuclei are embedded in a solid lattice or matrix; this results in the recoil
momentum being taken up by the crystal as a whole since the free-atom
recoil energy (~1O- 1 eV) is insufficient to eject the atom from the lattice site
(binding energy 1-10 eV) thus precluding momentum transfer to linear
translational motion of the nucleus, and the lattice vibrations cannot take up
the momentum because a time-average of zero is established within the
decay time. Similarly, the total energy of the y-transition E must be conserved
and can only be shared between

(a) the energy of the y-photon, E,,;
(b) the lattice vibrations;
(c) the translational kinetic energy of the individual atom;
(d) the translational kinetic energy of the solid as a whole.

The third of these possibilities is eliminated by the high chemical binding
energy and the fourth has been shown to be minute because of the large mass

[Refs. on p. 16]



8 1 THE MOSSBAUER EFFECT

involved. The y-transition energy is thus shared between the y-photons and
the lattice vibration phonons. Because of quantisation conditions, a fraction
of events, f, occur with no change in the lattice vibrations and the entire
transition energy E is manifest in the y-photon energy (E = Ey).

It must be emphasised that the preceding discussion represents a consider-
able simplification of the actual situation. For example, a single lattice
vibration frequency corresponds to an Einstein solid. A Debye model is more
realistic, and includes frequencies ranging from zero to a maximum value wo.
Fortunately, the very low frequencies are difficult to excite, otherwise the
Mossbauer effect would not exist. Although it is not intended to discuss more
advanced treatments here, several texts are readily available [4-5]. Since our
main interest is in the events without recoil, the fact that y-rays with an energy
different to E are produced is often forgotten. A theoretical y-photon energy
spectrum calculated by Visscher [4] for iridium is shown in Fig. 1.4. The recoil-
free line with zero energy shift should be contrasted with the very broad
distribution of events with phonon excitations.

100120

---- 4K
---120K
--- 300K

i
292
120K

I~
II
II
I I
I I
I I
I I .....,
I I / \f·1 j.._\

1/ J \.
) IL-.\';~'. ,...........-r - .~

o

2015
4K

~r
-fer 300 K

!?40

4

E
".D';::-3
o
]
~o
<32

40 80
(E-Eol/(eVxl0-')

Fig. 1.4 The absorption cross-section for a nucleus in iridium metal calculated
assuming a Debye model for the lattice vibrations at three different temperatures.

Looking back, physicists have been tempted to wonder why the recoilless
emission of y-rays was not discovered earlier. The full theory had been worked
out by Lamb in 1939 for the analogous case of absorption of neutrons [6].
Similarly the diffraction of X-rays depends on the same effect. namely the
elastic scattering which leaves the wavelength (energy) of the X-ray beam
unchanged. Indeed, the fact that in X-ray diffraction thermal motion of the
[Refs. on p. 16]



RECOIL-FREE FRACTION AND DE BYE-WALLER FACTOR I 9

atoms weakens the diffraction maxima but does not broaden them is pre-
cisely the Mossbauer effect: the probability of zero-phonon events diminishes
but those observed are still unbroadened by Doppler or recoil effects.

We have now reached the stage of realising that, for a y-emitter in a solid,
there is a finite probability that the y-ray can be emitted essentially without
recoil or thermal broadening and that the width of the line derives from the
Heisenberg uncertainty principle. We next seek to calculate what this prob-
ability will be.

1.4 Recoil-free Fraction and Debye-Waller Factor
We have already seen qualitatively that the recoil-free fraction or prob-
ability of zero-phonon events will depend on three things:

(a) the free-atom recoil energy, which is itself proportional to Ey
2;

(b) the properties of the solid lattice;
(c) the ambient temperature.

Thus/will be greater the smaller the probability of exciting lattice vibrations,
i.e. the smaller the y-ray energy, the firmer the binding of the atom in the
lattice and the lower the temperature.

From a quantitative viewpoint, the probability W of zero-phonon y
emission from a nucleus embedded in a solid which simultaneously changes
its vibration state can be calculated by dispersion theory [3, 5]; it is propor-
tional to the square of the matrix element connecting the initial Ii) and final
<f I states.

W = canst X I<f IYf' I i)12

where Yf' is the interaction Hamiltonian operator and depends upon the
positional coordinates of the atom (nucleus) and the momenta and spins of
the particles within the nucleus. The forces acting within the nucleus are
extremely short range whereas those holding the lattice together are of
much longer range [6]. Hence the nuclear decay is independent of the vibra-
tional state and vice versa, thus enabling the matrix element to be split into
two parts of which the nuclear part will be a constant depending only on the
properties of the particular nucleus. The matrix element can now be reduced
to the one term for the transition from the initial vibrational state L j to the
final state L e• The form of the operator is such that

W = const X I <Le 1 etk
.>: I L j ) 1

2

where k (= pili) is the wave vector for the emitted y-photon, i.e. the number
of units of momentum it carries, and x is the coordinate vector of the centre
of mass of the decaying nucleus. For zero-phonon emission the lattice modes
are unchanged and hence the probability for recoilless emission is

1.8

[Refs. 011 p. 16)
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and since L i is normalised
f= e_kJoxll 1.9

1.10

1.11

Further, since xis a random vibration vector, x2 can be replaced by <x2 ), the
component of the mean square vibrational amplitude of the emitting atom
in the direction of the y-ray. Since k2 = 4n2/}.2 = E//(nc)Z, where)' is the
wavelength of the y-ray, we obtain

_ (-4n2<x2 ») _ (-Ey2<X2»)f - exp ).2 - exp (/icY

Equation (1.10) indicates that the probability of zero-phonon eIDlSSlon
decreases exponentially with the square of the y-ray energy. This places an
upper limit on the usable values of Ey , and the highest transition energy for
which a measurable Mossbauer effect has been reported is 155 keV for
1880S. Equation 1.10 also shows thatfincreases exponentially with decrease
in <x2) which in turn depends on the firmness of binding and on the tem-
perature. The displacement of the nucleus must be small compared to the
wavelength), of the y-ray. This is why the Mossbauer effect is not detectable
in gases and non-viscous liquids. Clearly, however, a study of the temperature
dependence of the recoil-free fraction affords a valuable means of studying
the lattice dynamics of crystals.

To proceed further it is necessary to assume some model for the vibra-
tional modes of the crystal. The mathematics become more severe and the
results are somewhat unrewarding, since very few of the solids which chemists
may be interested in approximate even remotely to the assumptions made in
setting up the models. However, the form of the expressions is instructive.

The simplest model is due to Einstein (1907) and assumes the solid to be
composed of a large number of independent linear harmonic oscillators each
vibrating at a frequency WE' The appropriate integration of equation 1.8 gives

( -ER) (-ER)f= exp -- = exp ---
nWE kfh

where eE is a characteristic temperature of the lattice given by kOE = nWE'

IfER~ keE thenf~ 1 - ER/keE as intuitively derived in equation 1.7.
The Debye model (1912) abandons the idea of a single vibration frequency

and embodies a continuum of oscillator frequencies ranging from zero up to
a maximum Wo and following the distribution formula 1\'«(I) = const X w 2

•

A characteristic temperature called the Debye temperature eo is defined as
nwo = keD, and the average frequency is

ni)) = inwo
The Debye temperature eo for metals varies from 88 K for lead to 1000 K

for beryllium. Values of eo are often also assigned to chemical compounds,
[Refs. on p. 161
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but since the Debye model is grossly inadequate even for many of the pure
metals, the values used for compounds are merely an indication of the
approximate lattice properties and should not be considered too seriously.

The Debye model leads to

k2.X2 = ~ JWD
N(w) coth (IiW )dW

. 2M 0 W 2kT

which integrates to the more familiar equation

_ [-6ER{1 (T)2JBDIT x dx }]f-exp ~~-+ ~ --
k()D 4 ()D 0 eX - 1

This is often written as f = e- 2W
• The factor W is sometimes loosely called

the Debye-Waller factor though it might be better in this context to call it
the Lamb-M6ssbauer factor.

The Debye-Waller factor was originally derived during the development of
Bragg X-ray scattering theory. The difference between the two effects is that
X-ray scattering is fast when compared with the characteristic time for lattice
vibrations whereas the mean lifetime of a M6ssbauer nucleus is long when
compared with the lattice time.

At low temperatures where T ~ ()D we can reduce equation 1.12 to the
approximation

[ - ER{3 n
2
T

2
}]

f = exp k()D .2 + ()D2

and at absolute zero

[
-3ER]

f= exp 2k()D

In the high temperature limit

I.l3

I.l4

I.l5[-6ERT]f = exp - k()D2

From equation 1.15 W is proportional to T at high temperatures. Experience
shows that experimentally this is usually not the case because of anhar-
monicity of the lattice vibrations. The effects of anharmonicity have been
discussed at length by Boyle and Hall [7] and will be met again in connection
with the intensities of individual lines in hyperfine interactions.

1.5 Cross-section for Resonant Reabsorption
We have described the mechanism by which a y-ray can be emitted without
recoil and the same arguments apply to resonant reabsorption. Since M6ss-
bauer experiments usually utilise the recoilless emission of y-rays by a

[Refs. on p. 16]
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radioactive source followed by their subsequent resonant recoilless reab-
sorption by a non-active absorber, we must now consider this process in
detail.

The probability of recoilless emission from the source is /.. This recoilless
radiation has a Heisenberg width at half height of F s and the distribution of
energies about the energy Ey is given by the Breit-Wigner formula [8]. This
leads to a Lorentzian distribution, i.e. the number of transitions N(E) with
energy between (Ey - E) and (Ey - E + dE) is given by

N(E) dE =1. F s

2n

dE
(E - EY + (Fs/2)2

1.16

1.17

This distribution is illustrated in Fig. 1.5.

Ey (E-Ey ) E

Fig. 1.5 The Lorentzian energy distribution of the source recoilless radiation.

The resonant absorption cross-section aCe) can be similarly expressed as

aCe) - a (Fa/2)2
- 0 (E _ Ey)2 + (Fa! 2)2

where Fa is the Heisenberg width at half-height of the absorption profile and
ao is the effective cross-section given by

2 2Ie + 1 __1
ao = 2nA 2I

g
+ 1 I + lX

1.18

where Ie and Ig are the nuclear spin quantum numbers of the excited and
ground states and lX is the internal conversion coefficient of the ('-ray of wave-
length A. (Not all nuclear y transitions produce a physically detectable ('-ray;
a proportion eject electrons from the atomic orbitals, giving X-rays and these
internal conversion electrons instead. The internal conversion coefficient of a
y-transition is defined as the ratio of the number of conversion electrons to
[Refs. on p. 16]
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the number of y-ray photons emitted.) Using the relation between Aand Ey in
equation 1.10 we obtain the expression

G (cm2) = 2·446 X 10- 15
2Ie + 1_1_

o (Ey keV)2 2Ig + 1 1 + IX

Go values are sometimes expressed in units of barns (= 10- 24 cm2). Equation
1.19 shows that the desirability of a high absorption cross-section requires
that both Ey and IX have low values. The resonant absorption process will
also be in competition with other absorption processes such as photoelectric
absorption, and it is important that the cross-section for nuclear resonance
absorption should be higher than that for any other method of y-ray attenua-
tion. A full tabulation of physical parameters for Mossbauer resonances is
to be found in Appendix 1 on p. 607.

The preceding equations already indicate the numerous parameters which
will influence the intensity of an emission-absorption resonance:

(a) nuclear properties: the cross-section of y-ray absorption and hence
By, Ie' Ig , and IX

(b) source properties: the recoil-free fractionfs and the Heisenberg width
F.

(c) absorber properties: the recoil-free fraction for absorption.fa and the
Heisenberg width Fa.

A completely general evaluation of the problem is impossible, but useful
results are obtained if we assume that both source and absorber have the
same linewidth (T = F. = Ta). Margulies and Ehrman [9] showed that the
y-transmission through a uniform resonant absorber can be represented by

T(e) = e- p
•

t'{(1 - fs) J~p(X) e-PsX dx

+ fsT JOCi exp [-.fanaaaGola (Fj2)
2 J

2n -0Ci (E - Ey)2 + (Tj2?

X JOCi p(x)
o (E - Ey+ e)2 + (Fj2)2

Xexp [ -(fsnsasGo(E _ E
y
~~~;2+ (Fj2)2 + ,u.)xJdXdE} 1.20

where e is an energy displacement between the source and absorber
distribution maxima,

n., na = number of atoms of the element concerned per cm3 in the source
and the absorber respectively,

au a. = fractional abundance of the resonant isotope,
[Refs. on p. 16]



14 I THE MOSSBAUER EFFECT

!-t.. !-ta = mass absorption coefficients (cm- 1) for the source and absorber
evaluated at energy Ey ,

ta = thickness of the absorber in em,
x = depth of the emitting atom normal to the surface of the source as

shown in Fig. 1.6.
p(x) = distribution of emitting atoms along the x direction in the source.

Absorber Source

1.21

V.~y~J
, .JtAk- I-x ~ ~

dx

Fig. 1.6 Schematic representation of parameters used in calculating resonant
transmission for source and absorber of finite thickness.

The first term in equation 1.20 is the transmission of the non-resonant
radiation and is independent of e. The first part of the second term is the
resonant absorption in the absorber and the second part is the resonant
absorption in the source. The factor e-p.ataaccounts for non-resonant scattering
in the absorber.

Margulies and Ehrman solved this equation for certain interesting
simplified cases. If the source and absorber have a thickness tending to zero
(i.e. are ideally thin), the decrease in transmission with respect to f is given by

F r 1
I(e) = 271: X (e - Ey)2 + (Fr/2)2

This is normalised so that f~ I(e) de = 1.

Fe is the sum of the emission and absorption half-widths, i.e. Fr = 2F and
the distribution is still Lorentzian. If the absorber has an effective
thickness T = fanaaaaota the shape is still basically Lorentzian but will be
broadened[5] so that

F;. = 2'00 + O·27T 0 < T < 5 1.22

D = 2·02 -!- 0'29T - 0'OO5T2 4 <; T :;;::: 10F' ~

If we can measure F r for a series of thicknesses, T, it is possible to obtain the
true value of F = 1- F r (T -+ 0).

The numerical significance of the equations will be discussed more fully in
connection with absorber preparation in Chapter 2.
[Refs. on p. 16]
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1.6 A Mossbauer Spectrum
The preceding five sections have provided the basic concepts necessary for an
understanding of the Mossbauer effect and we now describe the experimental
observation of a Mossbauer spectrum. If y-rays from a source which has a
substantial recoil-free fraction are passed through an absorber of the same
material the transmission of the y-rays in the direction of the beam will be
less than expected because of their resonant reabsorption and subsequent
re-emission over a 4n solid angle. Paradoxically, this resonance can only be
shown to be present by its destruction, e.g. by warming the absorber so that
the fraction of recoil-free events will decrease and the transmission increase.
The principal technique of Mossbauer spectroscopy is, however, rather more
subtle. It was shown in the previous section in equation 1.21 that the decrease
in transmission (i.e. decrease in the extent of resonant overlap) is affected by
the difference in the relative values of Ey for the source and the absorber.
The effective Ey value can be altered by moving the source and absorber
relative to each other with a velocity v, i.e. by using an externally applied
Doppler effect [I' = (v/c)Ey]' If the effective Ey values are exactly matched at
a certain Doppler velocity, resonance will be at a maximum and the count-
rate a minimum. At any higher or lower applied velocity, the resonance will

Transmission
as recorded

TfEJ

----------- ------+-----
Non-resonont

------------- ---------f--
Resonont

Resonont
obsorption
in obsorber

Resonont

Non-resonant

}

RadfatiOn lost by
self-absorption
in source

Radiation
leaving
source

Rodiation iost {
in absorber by
non-resonant
absorption

Non-resonant

-------------- ----------f---
Resonant

~________ _ L _
o +

Relative Doppler shift E=~Ey

Fig. 1.7 A Mossbauer transmission spectrum produced by Doppler scanning, and
the factors influencing it.
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16 I THE MOSSBAUER EFFECT

decrease until it is effectively zero at velocities well away from that defining
the maximum resonance.

This is the basic form of a Mossbauer spectrum; a plot of transmission
versus a series of Doppler velocities between source and absorber (i.e. versus
the effective y-ray energy), the absorption line being Lorentzian in shape
with a width at half-height corresponding to 2F. The various factors influenc-
ing the transmission spectrum are illustrated schematically in Fig. 1.7, which
is self-explanatory.

It should not be forgotten that the excited absorber nuclei re-emit the
y-ray within'"'"10- 7 s. However, if the internal conversion coefficient is high,
correspondingly fewer y-rays will be emitted. More important, however, the
re-emission is not directional but takes place over the full 4:r solid angle.
Consequently the number of secondary events recorded at the detector in a
collimated transmission experiment are few and are usually neglected.

We shall return to the theoretical discussion again in Chapter 3 to see how
the spectrum can be influenced in detail by various properties of the resonant
nucleus and by the extra-nuclear electrons. Before then, however. it will be
convenient to outline the experimental techniques of Mossbauer spectroscopy
and this forms the subject ofthe next chapter.
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2 Experimental Techniques

In this chapter we shall consider the various techniques which have been used
for observation of the Mossbauer effect, together with methods of source and
absorber preparation and computer techniques for data analysis. Some of the
advantages and limitations of Mossbauer spectroscopy will become apparent
during the discussion of these problems. References to more recent develop-
ment will be found in the review by J. R. De Voe and J. J. Spijkerman in
Analytical Chemistry, 1970, 42, 366R, and in 'Spectroscopic Properties of
Inorganic and Organometallic Compounds' published annually by the
Chemical Society (London).

A few of the very earliest observations of the Mossbauer effect involved a
static experiment in which a source and absorber of identical chemical form
were maintained in a stationary transmission arrangement. Under these con-
ditions one would expect some nuclear resonance absorption but this can only
be verified by demonstrating its diminution or increase; thus an increase in
the temperature of the system will increase the counting rate because of the
decreasing fraction of resonant absorption, whereas a lowering of the tem-
perature increases the recoil-free fraction and lowers the counting rate of
transmitted y-photons. This technique was the basis of Mossbauer's original
observations [1]. It does not however provide much significant information
and may fail completely if the source and absorber are not chemically
identical.

The method of velocity modulation of the y-ray energy by means of the
Doppler effect was described by Mossbauer in 1958 [2] and provides the basis
for all modern spectrometers.

2.1 Velocity Modulation of Gamma-rays
The recoil-free y-ray energy of a typical Mossbauer transition is so precisely
defined that its Heisenberg width corresponds to the energy change produced
by an applied Doppler velocity of the order of I mm s-1. It is therefore
possible to imagine a particular relative velocity between source and absorber
at which the y-ray energy from the source will precisely match the nuclear

[Reft. on p. 43]
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energy level gap in the absorber and resonant absorption will be at a maxi-
mum. For a source and absorber which are chemically identical this relative
velocity will be zero. Application of an additional velocity increment will
lower the resonant overlap and decrease the absorption. Application of a
sufficiently large relative velocity will destroy the resonance completely.

A Mossbauer spectrum comprises a series of measurements at different
velocities (that is energies) across the resonant region. The convention uni-
versally adopted is that a closing velocity between source and absorber (i.e.
a higher energy) is defined as positive.

It has already been shown in Chapter 1 that the resonant absorption curve
for an ideally thin source and absorber has a width at half-height Fr which is
twice the Heisenberg width of the emitted y-photon. The Doppler velocity v
corresponding to this energy Fr is given by

v F r
-=-
c E1'

where c is the velocity of light. Typical numerical values for commonly used
Mossbauer isotopes are

57Fe (14 keV) 0·192 mm S-l 119Sn (24 keV) 0·626 mm S-l
1271 (58 keV) 2·54mm S-l 125Te (35 keV) 5·02 mm S-l

195Pt (99 keV»)6 mm S-l

A full list of such values in Appendix 1 shows that the velocities range from
3·1 x 10-4 for 67Zn up to 202 rom S-l for 187Re. They are all very small
when compared with the tremendous velocities (,....,7 x 105 mm S-l) used by
Moon in 1950 to detect nuclear resonance fluorescence without recoilless
emission, and show dramatically that the Mossbauer technique eliminates both
recoil and thermal broadening. The Heisenberg relation means that an
excited state with a shorter half-life has a greater uncertainty in the
y-transition energy and hence a broader resonance line.

Since the Doppler energy shift is relative to the source and absorber only,
it is independent of the frame of reference. In practice one resonant matrix is
maintained at rest. For transmission experiments it is usually more satis-
factory mechanically to move the source. It is then much easier to change
absorbers and to vary their temperature. The only major problem is that
the source of the y-rays and the detector are then not at rest relative to each
other, and the solid angle subtended by the source varies during the motion.
If the amplitude of the source motion is large, a correction term should be
applied. There is also a limitation on the counting geometry since the Dop-
pler shift E1'v/ c is only accurate along the axis of source motion. A y-photon
travelling to the detector at an angle () to this axis will have an effective
Doppler shift of E1'v cos ()/ c. A large solid angle in the counting geometry
will thus cause a distortion in the shape of the Mossbauer absorption line.
(Refs. on p. 43]
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The difficulty can be overcome by maintaining an adequate separation
between source and detector or by collimation of the y-ray beams.

There are two general approaches to the measurement of y-ray transmis-
sion at different Doppler velocities:
(a) measurement of the total number of transmitted y-photons in a fixed
time at a constant velocity, followed by subsequent counts at other velocities;
in this way the spectrum is scanned stepwise one velocity at a time;
(b) rapid scanning through the whole velocity range and subsequent
numerous repetitions of this scan, thereby accumulating all the data for the
individual velocities essentially simultaneously.
The relatively low photon flux-density necessitates much longer counting
times to achieve significant counting statistics than, for example, in optical
spectroscopy. The statistical behaviour of the y-emission results in a standard
deviation of VN for a total number N of registered y-counts. Hence the
standard deviation in 10,000 counts is 100 (1 %); in 1,000,000 counts is
1000 (0,1 %). The longer the counting time, the better the definition of the
resonance line, but the improvement to be gained must be balanced against
the experimental time required and the long-term stability or reproducibility
of the apparatus.

2.2 Constant-velocity Drives

To move an object at a constant velocity with high reproducibility and sta-
bility, when it is restricted by both a relatively small amplitude of movement
and the necessity for repetitive motion, is a difficult problem in applied
mechanics. Several constant-velocity spectrometers have been described, and
these can be briefly classified under eight different headings. A simple diagram
of each type is shown in Fig. 2.1 and references to more detailed descriptions
are given where available.
(i) lathe and gears: a lead screw parallel to the y-ray axis is used to drive the
source, the velocity being varied by use of gears or a variable-speed motor
[3,4].
(ii) lathe and inclined plane: the lead screw is perpendicular to the y-ray
axis and is driven by a constant-speed motor. The source is moved by a slide-
plate on an inclined plane mounted on the lead screw carriage and the velocity
is varied by altering the angle of inclination of this plane [5].
(iii) hydraulic devices: the driving force is provided by hydraulic pressure. A
typical system embodies a double-action cylinder to enable continuous
repetitive movement [6].
(iv) cam and gears: a wide variety of rotating cam drives has been used. The
exact shape of the eccentric determines the motion of the follower [7]. One
of the more recent instruments uses a 70-kg rotating disc mounted with its
axis vertical [8]. It features a helicoidal surface on the outer circumference

[Refs. on p. 43]
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transmitting a linear velocity to a piston aligned vertically and gliding on the
surface.

~

Ii) LATHE

~

(iii) HYDRAU L1C

fY
(ii! LATHE AND INCLINED PLANE

tv
tI
CV

(iv) CAM

~
4

(v) PENDULUM

~

(vii) ELECTROMECHANICAL (viii) PIEZOELECTRIC

Fig. 2.1 Eight drive systems for producing constant velocities. The direction of
motion is indicated by the heavy arrow. The source is labelled S.

(v) pendulum: a long pendulum device gives a good approximation to con-
stant velocity at the bottom of its swing and can be activated by an electro-
magnetic drive coil [9, 10].
(vi) spinning disc: an accurately driven rotating disc can be used, the Doppler
velocity along the y-ray axis being varied by altering the speed of rotation,
the diameter of the disc or its inclination.
[Refs. on p. 43]
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(vii) electromechanical drive: an electromechanical servo-drive can be driven
with a square wave to give a constant velocity [11, 12].
(viii) piezoelectric drive: a triangular voltage waveform applied to a piezo-
electric crystal which is glued in between source and absorber produces
alternate forward and backward constant velocity [13].
The only other essential equipment in these constant-velocity spectrometers
comprises a y-ray detection system, a timer, and a scalar for registering the
accumulated count at each successive velocity.

The advantages offered by a constant-velocity spectrometer include the
ability to examine a small velocity range not centred on zero velocity, and
to calibrate the instrument directly in terms of absolute velocity. It is also
often considered to be less expensive than the alternative velocity-sweep
techniques considered in Section 2.3, but this probably applies only to simple
demonstration equipment. A constant-velocity instrument of any precision
must involve considerable expense in machine-shop and development time.

There are many disadvantages. Such an instrument is extremely tedious to
operate unless it has been fully automated (with considerable increase in
expense). It is difficult to machine cams and lead screws to the precision
required to give an accurately linear drive. Mechanical wear and vibrations
are inevitably a problem. The velocities attainable are limited to the range
0'1-10 mm s_1. Cam and lead screw drives require a complicated automatic
reversing system with rejection of all counts received at the end of the travel
when the velocity is changing. The solid angle and cosine effects have already
been referred to though they can be minimised by moving the absorber
rather than the source. Rotating discs make very inefficient use of the resonant
matrix because this must be distributed over a large annulus rather than in a
small area. Finally, if the source activity is short-lived compared with the
experimental time-scale, the observed count rates over successive constant
intervals of time must be corrected for the decreasing rate of y-emission.

The cumulative result of these disadvantages has been to restrict the con-
tinued development of constant-velocity spectrometers. One of the few major
developments of recent years has been the description of an instrument which
takes readings at a number of velocities pre-programmed on a length of
punched tape [14]. The great majority of investigations are now made using
repetitive velocity-scan systems.

2.3 Repetitive Velocity-scan Systems
\fechanical drives can be very tedious to operate (unless they are very fully
automated) because of frequently having to alter the velocity setting. The
availability of small, transistorised, multichannel analysers embodying
typically 400 or 512 individual scalars in a computer-type memory store
prompted de Bennedetti to suggest their use for Mossbauer data acquisition

[Refs. on p. 43]
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using repetitive scanning techniques. The Doppler motion is provided by
an electromechanical drive system which is controlled by a servo-amplifier.
The amplifier is fed with a reference voltage waveform which repeats itself
exactly with a frequency of between about 5 and 40 Hz (l Hz = 1 cycle S-1).

The actual drive or transducer embodies two coils, one of which produces a
voltage proportional to the actual velocity of the shaft. The servo-amplifier
compares this signal to the reference waveform and applies corrections to the
drive coil to minimise any differences. In this way, the centre shaft which is
usually rigidly connected to the Mossbauer source executes an accurate
periodic motion. A considerable volume of literature is available on the
design of suitable transducers [15-22]. Velocities of over 600 mm S-1 can be
achieved, or as low at 10- 2 mm S-1 [23]. Even smaller velocities can be
obtained by a piezoelectric crystal glued between source and absorber, and in
one instance has been used at speeds of up to about 8 mm S-1 [24].

Several types of command waveform have found favour, and three of these
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Fig. 2.2 (a), (b), and (c) show three of the most popular voltage waveforms for
electromechanical drive systems. (d) illustrates how each detected y-ray can be
used to produce a pulse with amplitude characteristic of the instantaneous velocity.
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are illustrated in Fig. 2.2. (Fig. 2.2d is discussed on pp. 23-24.) The sine wave
(2.2a) is less demanding on the mechanical adjustment of the transducer, but
since the velocity is directly proportional to the voltage it produces a markedly
non-linear scale on the final spectrum. The asymmetric double ramp (2.2b)
executes about 80% of the motion with a constant acceleration and therefore
a linear velocity scale, but the high-frequency components cause some
difficulties. The symmetrical double-ramp (2.2c) scans the spectrum alter-
nately with constant acceleration in opposite directions, and in some equip-
ment cuts by half the number of data units available and produces a double
(mirror-image) spectrum; this can be folded to give an additional check on
linearity.

Many spectrometers have been described, but most fall into one of three
basic classes as follows:

(a) Pulse-height Analysis Mode
Many multichannel analysers have a facility known as pulse-height
analysis, and a typical system employing an analyser in this mode is shown
in Fig. 2.3. Several detailed descriptions are available [25-27].

Fig. 2.3 Schematic arrangement for the pulse-height analysis spectrometer described
in the text.

A reference waveform identical to that supplying the drive is given a d.c.
shift such that it is always positive. When a y-ray which has passed through
the absorber is detected, the waveform is sampled so that a pulse is produced
which has a voltage maximum characteristic of the instantaneous velocity
of the source at the time of emission (see Fig. 2.2d). An analogue-to-digital
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converter (A.D.C.) transforms this pulse into a train of pulses from a
constant-frequency clock such that the number of pulses is proportional to
the voltage. These pulses then sequentially step through the channel addresses
of the analyser until the train is exhausted, at which point the number stored
in the open channel is increased by one.

In this way each channel in the analyser will receive those y counts which
are registered in the narrow velocity range assigned to it, and in the cases of
constant-acceleration waveforms such as 2.2b and 2.2c the channel number is
directly proportional to the velocity. Many pulses are detected and stored
during each cycle of the motion, and successive cycles over a long period of
time allow the spectrum to build up as a whole. At velocities where resonance
absorption occurs the accumulation rate will be slower. The analyser
has a cathode-ray tube (C.R.T.) display in which a voltage proportional to
the accumulated count of a channel is used as the vertical deflection, and a
voltage proportional to the channel address number is used as the horizontal
deflection. At the frequency of scan used in the experiments this gives a
continuous visual display of all the channels. The spectrum can thus be
inspected at any time during the course of a run. This is a significant advan-
tage over constant-velocity instrumentation. No operator attention is required
during the run which can, if desired, be terminated by automatic timer, and
full digital readout is available to typewriter, paper tape, magnetic tape, or
parallel-printer peripheral devices.

Other advantages are as follows: the use of a 40-Hz scanning frequency
results in a very small amplitude of motion which reduces geometry distor-
tions to negligible proportions for most nuclides and minimises errors from
non-linearities in the voltage/velocity correspondence of the pick-up coil.
Half-life corrections with short-lived sources are also unnecessary, and high
velocities can be achieved at relatively small amplitudes. One particular
system accumulates two spectra simultaneously using a common input to
the analyser [28].

There are, however, two prime disadvantages of pulse-height analysis
methods. The A.D.C. (analogue-to-digital-conversion) process is slow and
each time a pulse is counted it imposes a variable 'dead time' up to a maximum
of about 100 ps during which no other pulse can be accepted. A dead-time
must therefore be fixed by the operator at a value at least as great as the
maximum time for storage, otherwise one would register faster counting
rates at the lower channel address numbers. The absolute counting rate of
the analyser is thereby limited to 104 pulses per second for normal Ips
pulses. The second difficulty concerns the relatively poor linearity and sta-
bility ofan A.D.C. unit. A differential linearity of ± I ~ 0 is normal and ±0'2%
can be achieved with some difficulty. However, this means a potential
variation of I% of the baseline across the final spectrum on which may be
superimposed a Mossbauer resonance of the same order of magnitude.
[Refs. on p. 43]
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This presents a difficulty if the data are to be analysed by computer and
it reduces the feasible accuracy of measurements.

Both these objections can be overcome by using a time-mode system and
spectrometers based on this latter principle have now virtually replaced those
operating in the pulse-height analysis mode.

(b) Time-mode (Multiscalar-mode) Spectrometers
The time-mode system dispenses entirely with the A.D.C. processing. The
channel address is advanced sequentially under the control of a very accurate
crystal oscillator with a dwell time in each channel of say 50 or 100 Jls. While
a channel is open it accepts all input pulses from the detection system. The
only dead-time is that incurred during the channel advance, and this is only
5-10% of the total time. In this way count-rates approaching 106 S-1 can
be achieved. The baseline constancy is directly dependent on the short-term
(one period of the drive) stability of the crystal oscillator. Usually it is good
enough not to present any problems, and the biggest potential non-linearity
is from geometric effects when using high-velocity scans.

The servo-controlled transducer system is identical to that used in the
pulse-height analysis mode, but it must be coupled to the channel advance
frequency. Several variations have been proposed for this. Some workers
have built their own waveform and channel advance circuitry. Others have
taken an existing analogue voltage, proportional to the channel address,
from an analyser using its own internal crystal oscillator, and have used this
as the drive reference signal for a waveform of type shown in Fig. 2.2b. A
schematic layout is given in Fig. 2.4. The 'staircase' nature of the signal is
smoothed by the servo system to produce a constant acceleration over 80% of

Readout
t
Typewriter
Tape punch
Magnetic tape
Parallel printer
C.R.T. display

Fig. 2.4 Schematic arrangement for a time-mode spectrometer.
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the scan. A third method has been to take a signal from an internal bi-stable
of the analyser and produce a double ramp as in Fig. 2.2c. Several detailed
descriptions of time-mode operation are available [12, 29-32].

A more recent innovation which is only completely satisfactory if the
transducer unit is of high quality is to use forward-backward address
scaling [33, 34]. While the source executes one period of a symmetrical
double-ramp waveform as in Fig. 2.2c the channel addresses are stepped
once in a forward and once in a backward direction. The result is a super-
position of forward and backward scans and the accumulation of only one
spectrum. This method would suffer if the return scan were not the mirror-
image of the forward, but otherwise it has the advantages of allowing more
efficient use of the channel storage and a reduction in geometry effects.
An alternative approach [35] is to activate the analyser for t or t of the
double-ramp cycle thereby doubling or quadrupling the effective resolu-
tion. The prime disadvantage of these modifications is a considerable increase
in 'dead-time', necessitating longer counting times.

(c) On-line Computers
A recent development which should see more widespread application in the
next decade is the use of small on-line computers. Typically these contain a
memory of4096 (4k) l2-bit words and a typical arrangement has already been
described in some detail [36, 37]. The pick-up voltage which is a direct
measure of velocity is digitised by an A.D.C. unit. Since this voltage varies
slowly, a continuous and accurate value of the voltage can be stored by the
computer. When the digital equivalent of the voltage changes by a pre-
defined increment, the channel address for data storage is altered. This
differs from the time-mode system where the input waveform (and not the
actual velocity) determines channel changeover. Since a 4k-store computer is
much larger than a multichannel analyser it is possible to utilise much more
of the computer's facilities. Several Mossbauer spectra can be accumulated
simultaneously from different spectrometers, or storage space can be used
with entirely different systems such as gas-chromatography data collection,
possibly on a time-sharing basis. Other possibilities include using the A.D.C.
facility to monitor the voltage signals from thermocouples and to maintain
a pre-programmed temperature via a temperature-control device which
receives its command instructions from the computer.

2.4 Derivative Spectrometers

A somewhat different experimental approach is to convert the resonant
absorption spectrum into its first derivative [38]. This can be done by a simi-
lar modulation procedure to that used in electron-spin resonance spectro-
meters. The major complication is that two modulating velocity terms are
(Refs. on p. 43J
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required, a constant velocity Vo and a high-frequency, low-amplitude,
periodic velocity of sinuisoidal type. The resultant velocity is then

v = Vo + k sin rot

The transmission rev) is now given by

rev) = r(vo + k sin (1)

which for appropriate values of the amplitude k and frequency ro approxi-
mates to

( ) dr.r uo, ro = k- sm rot
duo

Thus r(vo, ro) is proportional to dr/duo, the derivative of the normal trans-
mission curve. The amplitude of the secondary modulation must be much
less than the width of the Mossbauer line so that dr/duo is nearly constant
over the amplitude.

Bressani, Brevetto, and Chiavassa have described an instrument using this
feature [39]. The absorber is moved with a constant velocity Vo and the source
with varying velocity k sin rot. The detected y pulses are not distributed
statistically but are periodically bunched by the extra modulation. A lock-in
amplifier can be made to respond to the bunching frequency and with a
suitably long integration time will produce a voltage proportional to dr/dvo.

A resultant spectrum is shown in Fig. 2.5 where it is compared with the
normal transmission spectrum. The method has the advantage of being more
selective in the presence of strong background radiation since the latter will
not have a time distribution containing the modulation frequency. However,
strong sources are required to obtain the best results, and it is unlikely that the
technique will ever replace the very popular velocity-scan systems.

2.5 Scattering Experiments
Although the most usual method of registering a Mossbauer spectrum is by a
transmission experiment, it is also possible to observe the resonance by a
scattering method [40-43]. y-rays can be scattered by several mechanisms.
The electrons in the atoms can scatter the incident y-rays without change in
the wavelength (Rayleigh scattering) or with an increase in the wavelength
(Compton scattering). The corresponding processes in which the nucleus is
the scattering agent are usually weak enough to be neglected. There are also
the y-rays produced by recoilless and non-recoilless nuclear resonance
scattering. The Rayleigh and resonant scattered radiation are indistinguish-
able except that the latter will be affected by applying a Doppler shift to the
system. The scattered intensity will be higher when Mossbauer resonance
absorption occurs.
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The scattering method uses very similar equipment to that employed in
the transmission technique. The only major difference is in the counting
geometry. Two examples are shown in Fig. 2.6. The detector must be com-
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Fig. 2.5 The Mossbauer transmission spectrum of a resonance line and the cor-
responding derivative spectrum.

pletely shielded from the primary source radiation. The cylindrical and
conical scatterers illustrated have been used because of the greater solid
[Refs. on p. 43]
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angle which they present without a corresponding increase in the velocity
spread. Computation of the effective Doppler shift from the known drive
motion can be quite complicated.

The intensity of the scattered radiation is far weaker than the transmitted

Source

Conical
scatterer

Lead shield

/ / / /t'

Cylindrical
scatterer

(a)

o
Detector

D
Detector

(b)

Fig. 2.6 Two types of scattering geometry: (a) using a cylindrical scatterer with a
moving source; (b) using a conical moving back-scatterer.

portion and this entails the disadvantage of high-intensity sources. However,
the cross-section for resonant scattering can easily be several orders of magni-
tude higher than that for Rayleigh scattering, giving potentially considerable
improvement in signal to noise ratio. This is particularly significant when the
recoil-free fraction is very low, and some isotopes such as 1880S (155 keY)
have only been observed to give a resonance by scattering methods (see
Chapter 16). The technique is also potentially of use for samples which are
necessarily too thick for transmission experiments, and when surface states
are of particular interest.

One complication which can arise is interference of the recoilless y-rays
with the Rayleigh scattering. Since the interference term shows a phase
change at the resonance maximum, a dispersion curve is added to the
Mossbauer scattering spectrum causing an asymmetric distortion of the
spectrum shape. This can be partially overcome by suitable choice of
the scattering angles.

Historically, resonant scattering was first recorded by Barloutaud, Picou,
and Tzara [44] in 1960 using 119Sn. Considerable effort has been expended
in the study of scattering from the aspect of basic phenomena using metal
foils as the scattering materials, but since no chemical application has yet
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been made it is only appropriate to mention here a bibliography included in
ref. 42. The interference between the Rayleigh and resonant radiation has
been observed in s7Fe by Black et al. [45,46]. Of the isotopes where scattering
experiments have been reported, 1860S (137'2 keY) and 1880S (155,0 keY)
have not been observed by transmission geometry: 19SPt (98,8 keY), 182W
(100,1 keY), and 186W (122,6 keY) also have energies above 90 keY. Other
Mossbauer resonances which have been studied in the scattering mode are
169Tm (8,4 keY), s7Fe (14,4 keY), 119Sn (23,9 keY), and 191Ir (82,3 keY).

2.6 Source and Absorber Preparation

In this section, some general features concerning the preparation ofMossbauer
sources and absorbers will be discussed; details which are specific to indi-
vidual nuclides are deferred until later chapters, in which each element is
considered in turn.

In order to produce a Mossbauer spectrum it is necessary to produce
recoil-free y-photons in quantity. The appropriate excited state of a resonant
nucleus can be populated by the prior decay of a radioactive isotope, by
nuclear reaction or by excitation. As can be seen by reference to Appendix I,
the most frequent routes to a Mossbauer level are by electron-capture decay
(E.C.) for which 37 examples are listed and {j-decay (46 examples). Some iso-
topes have an excited state with a long half-life which decays by isomeric
transition (I.T.) with y-ray emission (6 examples). a-emission from 24

1Am
has been used to populate 2 37Np. Coulombic excitation, that is the bombard-
ment of a target material with very high-energy particles such as oxygen ions
has been used for 24 Mossbauer transitions, but has the disadvantage of
necessitating in situ experimentation because of the effectively instantaneous
decay. Nuclear reactions such as (n, y) and (d,p) which likewise fail to
generate a long-lived intermediate (5 transitions) also fall into this category.

The {j-, I.T., and E.C. routes are most conveniently illustrated by the
83Kr decay scheme shown in Fig. 2.7. The details are taken from ref. 47. The
isomeric state 83mKr is produced by the 83Kr(n, y)83mKr reaction and has a
1'86-hour half-life. 83Br gives a (j- decay to 83mKr with a 2'41-hour half-life.
83Rb undergoes E.C. direct to the higher excited states of 83Kr with an
83-day half-life.

The likelihood of success in observing a Mossbauer resonance will depend
on numerous factors as follows:
(1) The energy of the y-ray must be ideally between 10 and 100 keY. This is
because y-rays with energies less than 10 keY are very strongly absorbed in
solid matter, and for those above 100 keY the recoil-free fraction which is
proportional to exp (-E/) falls to a very low value (equations 1.3 and 1.12).
The absorption cross-section (10 is proportional to Ey - 2 and also decreases
rapidly as E increases. These are the main reasons why the Mossbauer effect
[Refs. on p. 43)
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bas not yet been recorded for any element lighter than 4°K. The energy level
separations in light nuclei are usually quite large, and the y-rays emitted are
too energetic to produce a detectable recoil-free fraction. However, as will be
seen in later chapters, it is possible to study the chemical bonding effects of
light elements in the compounds of those heavier nuclides which do give a
Mossbauer resonance.
(2) The half-life of the excited state tt should preferably be between about

83

2-41h 3s Br

:~Rb
834~-

E.C.

;- 1....1-1-",-,,:,:,::,::::,:,,-

147ns ~+----_..&......
83

Kr
36

Fig. 2.7 The decay scheme of 83Kr showing how the 9'3-keV Mossbauer level is
populated by fJ-, I.T., and E.C. decay. The levels are not drawn to scale, and
the details are taken from ref. 47.

1 and 100 ns. As we saw in Section 1.3 it is this time which controls the
Heisenberg linewidth of the y-ray energy. If the relative linewidth r/El' is too
narrowly defined (i.e. a long half-life) there are considerable problems in
damping out mechanical vibrations in the spectrometer. Conversely, a short
lifetime gives a broad line which is difficult to observe and which usually also
obscures any chemical hyperfine effects.
(3) The internal conversion coefficient fI. must be small so that the y-transition
has a high probability of producing a y-photon rather than a conversion
electron. This will also increase the absorption cross-section 0'0 (equation
1.18). Most values listed in Appendix 1 fall in the range 0--10.
(4) The absorption cross-section 0'0 should be large and the free-atom recoil
energy ER should be small. Both of these factors have already been mentioned
in connection with other quantities above. Appendix 1 lists 5 transitions for
which Go > 10- 18 cm2 and few Mossbauer resonances have been observed
for transitions in which 0'0 < 0·06 X 10- 18 cm2 • Likewise only 5 transitions
have a free-atom recoil ER > 6 X 10- 2 eV and values are normally in the
range (0'1-5) x 10- 2 eV.
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(5) The method of generation of the source y-rays should ideally be such that
a source can be encapsulated and then used for a long period with only the
minimum of handling precautions. This implies a long-lived precursor which
is easily obtained in high activity, and explains the popularity of those fJ-,
E.C., and I.T. sources, which can be purchased commercially. The Coulomb,
(n, y), and (d, p) reactions require access to very expensive equipment. For
routine chemical applications particularly, sources having lifetimes of months
or years are preferable so that prolonged series of experiments become both
economical and self-consistent.

All the above criteria concern properties which are characteristic of the
transition concerned and cannot be altered. There are, however, a nnmber of
other considerations over which the experimentalist has some measure of
control, and which are equally important:
(6) The source should generate y-rays with an energy profile approaching the
natural Heisenberg Iinewidth and should not be subject to any appreciable
line broadening. It is also a convenience in general work to have a single-line
source unsplit as a result of hyperfine effects, as this splitting results in very
complicated spectra; multiple-line sources can, however, be used for special
purposes.
(7) The effective Debye temperature of the source matrix should be high so
that the recoil-free fraction is substantial. High-melting metals and refractory
materials such as oxides are the obvious choices.
(8) There should be no appreciable quantity of the resonant isotope in its
ground state in the source, otherwise the self-resonant source term in equation
1.20 becomes important. This will result in an effective source linewidth which
is greater than the Heisenberg natural linewidth. In this respect it is interesting
to note that the linewidth of a 57Coj(iron) source is greater than that for
57Coj(iron enriched in S6Fe) because of the greater self-resonance in the
former case [48].
(9) Non-resonant scattering inside the source can be reduced, either by careful
choice of any other elements in the matrix, or, in the case of metal foils
doped with a radioisotope which is the Mossbauer precursor, by controlling
the depth to which this generating impurity is diffused.
(10) The ground-state isotope should ideally be stable and have a high natural
abundance, otherwise it may become necessary to use artificially enriched
compounds at greatly increased cost and inconvenience. Isotopic enrich-
ment is, however, a very important method of improving resolution of spec-
tra and may become essential in work with biological materials or in the study
of doped solids where the actual concentration of the element of interest is
extremely small.

An important consideration is the chemical effects of the nuclear reactions
preceding the occurrence of a Mossbauer event. If, for example, the source
preparation involves a long neutron irradiation of the intended source matrix
[Refs. on p. 43]
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at high flux as in 118Sn(n, y)119mSn, considerable radiation damage may
occur with the formation of lattice defects. Since ideally all the excited atoms
should be in identical chemical environments, such defects will result in
unwanted line-broadening effects. For this reason it may be desirable either
to anneal the source so as to restore the regularity of the crystal lattice, or
to extract the radioisotope chemically and then incorporate it in a new
matrix.

Very high-energy processes immediately preceding the Mossbauer y
emission must also be considered. The ~-decay of 241Am to give 237Np
is sufficiently energetic to displace the daughter nucleus from its initial lattice
site. At the same time a considerable number of neighbours are thermally
excited. The fact that a Mossbauer spectrum is recorded at all in this case
shows that the Np atom comes to rest on a normal lattice site and establishes
vibrational integrity with the lattice as a whole in a time which is short com-
pared to the lifetime of the 59·54-keV level, i.e. 63 ns. Complications can
occur if the displaced atom is capable of residing on more than one type of
chemical site in the crystal.

Similar situations arise, for example, in Coulomb excitation reactions.
In the 73Ge case, the low Debye temperature of the Ge metal produces a very
low recoil-free fraction. As mentioned in more detail later (p. 109), it is pos-
sible to displace the excited atoms completely out of the target material and
implant them into a new matrix with a high Debye temperature, thereby
obtaining a considerable improvement in the quality of the spectra.

Electron capture involves the incorporation of an inner-shell electron
(usually the K-shell) into the nucleus (thereby converting a proton into a
neutron and emitting a neutrino). This event is followed by an Auger cascade
which results in production of momentary charge states on the atom of up
to +7. Many papers on 57Fe experiments have reported the apparent
detection of decaying higher charge states resulting from E.C. in 57CO, but
as detailed in Chapter 12 it has since been proven that although such states
are indeed generated by the after-effects ofelectron capture, they have already
reached stable equilibrium with the solid before the subsequent Mossbauer
transition occurs. It would appear that all transient nuclear decay after-effects
are over within 10- 8 of a second. It is important, however, to avoid the pro-
duction ofmultiple charge states if the source is not intended to be the subject
of a special study designed to detect such states but is to be used only as a
source of monochromatic radiation. Some of these topics will be considered
in more detail under specific isotopes in later chapters.

Although the preparation of a good source may in some cases be difficult,
an adequate absorber can usually be made quite easily. A few general remarks
may be useful to illustrate the balance of factors involved, and several texts
with full mathematical equations are available [49-52]. Integration of equa-
tion 1.20 for simplified cases shows that the measured linewidth will increase
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above 2F as the absorber thickness increases. This will decrease the resolu-
tion of a multiple-line spectrum or the precision with which a single line
can be located. Furthermore, an increase in absorber thickness also dimi-
nishes the transmission of resonant radiation as a result of non-resonant
scattering. However, it is equally clear that the absorber must have a finite
thickness for the resonance to be observed at all, hence it follows that there
must be an optimum absorber thickness for transmission geometry.

Integration ofequation 1.20 for a uniform resonant absorber and an ideally
thin source gives the transmission at the resonance maximum as

T(O) = e-l'ata{(1 - Is) +Is e-tTaJo(1-iT.)} 2.1

where Jo is the zero-order Bessel function

x 2 (~)4 (~)6
Jo(ix) = 1 + (2) + 12.22+ P.22.32

...................... 1-0-- ......_---------Non-resonant
0'2

0·4

0'6

and T. = fan.a.Got•. The function T(O) is plotted in Fig. 2.8 for 57Fe using

1·0.::.::------------------
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Fig. 2.8 The solid lines are the function T(O) plotted for a zero value of fl. and
four different values offa' together with parameters appropriate to 5

7Fe (14'4 keY).
The dashed curve represents the non-resonant attentuation with fl. = 0·067.

the parameters It. = 0 (i.e. no non-resonant scattering), a. = 0,0219,
Go = 2·57 X 10-18 cm2,.fs = 0·7 and for.fa values of 0,2, 0'4,0'7, and 1·0 (the
thickness has been converted to mg cm-2 of natural iron). The resonant
absorption shows a saturation behaviour with increasing thickness. The
dashed curve shows the non-resonant scattering attenuation. The quantity
to optimise is obviously the absorption in the final transmitted radiation which
is e-I'ata_ T( 0) = ~T(O).

~T(O) = e-I'ata.fs[1 - e-tTaJo(!-iT.)] 2.3
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A series of curves for 5 7Fe with fla = 0·067 (the value for natural iron) are
shown in Fig. 2.9. The optimum value is seen to be about 10 mg cm- 2 of

0·4

20 30
fa/(mg cm-'ofironl

Fig. 2.9 The function ~T(O) for 57Fe (14,4 keY) plotted for four values of fa to
show the optimum absorber thickness.

total iron. Fortunately, this value is virtually independent of the recoil-free
fraction, a parameter which cannot always be determined in advance. Com-
pounds of iron can be visualised using the same thickness scale, but with a
higher non-resonant attenuation coefficient, so that the maximum in the
curves moves to lower ta values.

This type of calculation is only of limited value. The major problem is the
possibility of additional non-resonant intensity at the counter produced by
the Compton scattering of higher-energy y-rays. Another factor concerns
particle size. The presence of large granules in the absorber can cause a
significant reduction in the observed absorption. Calculations [53] show that
reduction in particle size eventually results in a reversion to the uniform
absorber model.

A discussion of the effects of orientation of the granules and the use of
single-crystal absorbers will be deferred until Chapter 3 when the intensities
of hyperfine components are discussed.

In general, absorbers can be metal foils, compacted powders, mixtures
with inert solid diluents, mixtures with inert greases, frozen liquids, or frozen
solutions. The only limitation is on the material used for the windows of the
sample container; this must be free of the resonant isotope and have a low
mass attenuation coefficient for the y-ray being studied. Organic plastics and
aluminium foil are most commonly used.

2.7 Detection Equipment
Of the four principal types of y-ray detector used in Mossbauer spectroscopy,
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three are conventional instruments and require only brief mention. Further
descriptive material and detailed references are readily available [54, 55].

The scintillation-crystal type of detector is frequently used for y-rays with
energies in the range 50-100 keY. A typical example is the NaljTI scintillator.
The resolution of scintillators deteriorates with decreasing energy of the
y-photon as shown in Fig. 2.10, and such detectors can only be used for very
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Energy/ keV

Fig. 2.10 Typical resolution of commonly used y-ray detectors.

soft y-rays if the radiation background is low and there are no other X-ray or
y-ray lines with energies near that of the Mossbauer transition. The scintilla-
tion unit has a prime advantage of a high efficiency.

Below 40 keY, the gas-filled proportional counter gives better resolution
but at the expense of a low efficiency and generally lower reliability. It is
possible to lower the radiation background in some cases by the choice of a
suitable 'filter'; for example a copper foil will absorb the 27,5- and 31'0-keV
125Te X-rays strongly and transmit most of the 35'5-keV y-rays because of
the higher mass attenuation coefficient for the former.
[Refs. on p. 43]
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A more recent development has been the introduction of lithium-drifted
germanium detectors. As shown in Fig. 2.10 these give a very highly resolved
energy spectrum, but at the expense of low sensitivity, and some incon-
venience in use. They are of obvious application where there are several
y-rays of similar energy as often found in the complicated decay schemes of
the heavier isotopes. Again the resolution drops drastically with decreasing
energy, and they are only of use at the higher end of the Mossbauer energy
range. Other drawbacks include a high cost and the necessity for maintaining
them indefinitely at liquid nitrogen temperature; irreparable damage results
if they are allowed to warm to room temperature.

Comparative examples [56] of the resolution for a source of 1251 popu-
lating the 125Te 35'5-keV level are given in Fig. 2.11. Although only the Li-
drifted Ge crystal gives good resolution of the 35'5 keY y-ray from the

Nar/n Scintillator

XelMe proportional counter

Energy

Fig. 2.11 The energy spectrum of an 1251 source as recorded with three different
detection systems.
27,5- and 31'O-keV X-rays, in this particular instance the other two systems
can make use of the 'escape peak' which is produced by loss of an iodine
(or xenon) K X-ray from the capturing medium. The tellurium X-rays are
too low in energy to generate an escape peak.

The fourth detector system is to use a resonance scintillation counter [57].
A standard type of plastic scintillator for tJ-detection is doped with the reso-
nant absorber. It is insensitive to the non-resonant background of primary
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y- and X-photons, but will detect the secondary conversion electrons after
y-capture by the resonant nuclei. Although effective, the main difficulty is
one of inconvenience, because a new plastic scintillator must be made for
each compound used as an absorber. Alternatively, one can use an ordinary
Geiger or proportional counter with its inner surface thinly coated with a
compound of the isotope being studied [58] or with the proper absorber
itself located inside the counter [59]. Again, the recoilless y-rays are reso-
nantly absorbed by the coating on the internal absorber, and the internal
conversion electrons or low-energy X-rays emitted in the subsequent decay
of the excited state are then counted with almost 100% efficiency in 4:>7:-
geometry. The counter has been used for 57Fe [59], 119Sn [60], and 169Tm
[61], and can be used in principle for any Mossbauer isotope in a compound
which has a large recoil-free fraction at room temperature.

Other closely related means of recording a Mossbauer resonance are to
record the conversion X-rays scattered from the surface of an absorber [62]
or transmitted through it [63], or to count the conversion electrons emitted
[64].

2.8 Cryogenic Equipment and Ovens

The very low recoil-free fraction of many y-ray transitions at ambient
temperatures frequently necessitates experimentation at lower temperatures
where the Mossoauer effect will be stronger. In addition, the temperature
dependence of hyperfine effects is also frequently of interest. If a good source
with a high recoil-free fraction at room temperature is available, it may only
be necessary to cool the absorber which is stationary. Otherwise, it may be
necessary to cool both source and absorber, one of which must also be mov-
ing. Standard cryogenic techniques are used [55, 65] and vacuum cryostats
are commercially available for work between 4·2 K and 300 K. The two main
considerations peculiar to Mossbauer spectroscopy are (a) there must be no
vibration insiCte the cryostat, and (b) there must be a path through the system
which is transparent to the y-rays being studied. Vibration can be eliminated
by careful design. It has been found, for example, that a rigid interconnection
between a helium container and the outer walls can be made by means of
two stacks of several hundred aluminised Mylar washers loosely threaded
together, between two nylon washers for support, the large number of contact
surfaces lowering the heat transmission to acceptable limits [66]. Cooling the
vibrating source as well as the absorber can only be accomplished by inserting
the entire transducer unit inside the vacuum space.

Although work below liquid nitrogen temperature necessitates a precision-
engineered vacuum cryostat, it is quite easy to work between 78 K and 300 K
without a vacuum by using styrofoam insulation. Standard coolants are liquid
nitrogen (b.p. 77·3 K), liquid hydrogen (b.p. 20·4 K), and liquid helium
[Refs. on p. 43]
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(b.p. 4·2 K). Temperatures below these boiling points can also be maintained
by pumping on the liquid coolant. Some work calls for more flexible variable-
temperature control and in such cases it is possible to use either a tempera-
ture gradient along a conducting metal rod regulated by a heating element,
or a cold-gas flow technique. Many systems are briefly described in the litera-
ture, and there are also some detailed texts available [55, 65, 67-69].

The window material used in vacuum cryostats is usually beryllium,
aluminium, or aluminised mylar. It should be noted, however, that com-
mercial beryllium and aluminium often contain sufficient iron to give a
detectable 57Pe (14 keY) resonance, and this has been known to cause
problems when working with this isotope.

Temperatures above 300 K are sometimes desirable for 57Pe work, and
a controlled-temperature furnace is then required [68, 69]. The sample
is frequently sandwiched between thin discs of beryllium, graphite, or
aluminium (m.p. 660°C) attached to an electric heating coil in a vacuum.
Alternatively [70], the sample can be placed in a furnace with thin entrance
and exit windows and containing an atmosphere of hydrogen to prevent
oxidation. A vacuum furnace capable of providing temperatures up to 1000°C
has been described [71] and temperatures of 1700°C have been reached with a
helium-filled oven with beryllium windows [72].

High-pressure work has been published by relatively few laboratories
because pressure cells require special experience and engineering [73-75].

If a large external magnetic field is to be applied to an absorber, this is
usually done with a superconducting magnet installation which also requires
a liquid helium cryostat for its operation [76]. Again, several commercial
instruments are available.

2.9 Velocity Calibration
One of the more difficult experimental aspects of Mossbauer spectroscopy
is the accurate determination of the absolute velocity of the drive. The
calibration is comparatively easy for constant-velocity instruments, but most
spectrometers now use constant-acceleration drives. The least expensive
method, and therefore that commonly used, is to utilise the spectrum of a
compound which has been calibrated as a reference. Unfortunately, suitable
international standards and criteria for calibration have yet to be decided. As
a result, major discrepancies sometimes appear in the results from different
laboratories. The problem is accentuated by having figures quoted with
respect to several different standards, necessitating conversion of data before
comparison can be made. However, calibration of data from an arbitrary
standard spectrum will at least give self-consistency within each laboratory.

Several systems for a more direct absolute-velocity calibration have been
developed. In one such method [31], the output of the monitoring pick-up
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coil is fed to a voltage-to-frequency converter and thence to the time-mode
multichannel analyser as a train of pulses with the same frequency. The
counting rate in a channel is thus a function of the instantaneous velocity,
provided of course that the linearities of the pick-up coil and the voltage-to-
frequency converter are both accurate. This method gives a good check on
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Fig. 2.12 Absolute calibration of constant-acceleration drives using (a) diffraction
grating, (b) optical interferometer.

the day-to-day linearity and stability of the drive, but is not easily calibrated
in absolute terms from a known hyperfine spectrum.

An absolute calibration can be obtained by mounting a diffraction grating
[Refs. 011 p. 43)
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(typically 8 p,m spacing) on the reverse end of the source drive-shaft [77].
Reflection of the diffraction image will produce a light intensity which is
periodic by interference because of the varying velocity of the grating. The
fluctuations can be detected and converted to pulses which after accumula-
tion in the time-mode analyser give a calibration similar to that mentioned
above. The basic components are illustrated schematically in Fig. 2.12a.
The absolute accuracy is claimed to be as good as that of the best mechanical
drives.

A similar method uses an optical interferometer as illustrated in Fig.
2.12b [78]. The motion of the small prism, which is attached to the drive,
causes a time-dependent interference which is again converted to pulses and
registered in the analyser. Neither method is widely applicable because of the
prohibitive cost of the precision optical equipment.

Calibration in terms of a known frequency has also been accomplished by
mounting the absorber on a quartz crystal and calculating the velocity scale
from the spectrum sidebands produced by frequency modulation [79].

2.10 Curve Fitting by Computer
Much of the Mossbauer spectroscopic data which is published comes from
institutions which also have large computer facilities. Since the raw data of a
spectrum are already digitised, it is in a very convenient form for automated
analysis by digital computer. The majority of multichannel analysers have
output signals which are either directly compatible with or easily adapted for
appropriate types of punched paper tape or magnetic tape units, so that
accumulated spectra can be printed out in a form which is compatible with
the computer installation.

The information which may be required from the computer analysis of the
data are the parameters of a selected function which are the best possible fit
to the observed spectrum. In the simplest caSes this function will be one or
more Lorentzian curves. However, more complex types of function may
sometimes be required, for example when fitting multi-line spectra which are
subject to motional narrowing (see p. 72).

The general problem can be described as follows. The data comprise N
digitised values Y j • The function which is to be fitted contains n variables,
represented by the vector V, and will give a calculated value at data point i
of A(V)!. The error thereby incurred is

ei = Yi - A(V)! 2.4

The best possible fit to the N data points, which is the answer required, must
be such that the overall error is a minimum. The statistics of radioactive
counting processes [80] tell us that the values of Yi will be distributed as a
Poisson distribution with a variance equal to the mean, and hence the stan-
dard deviation in Yk is V Yk • The quantity to be minimised for a best fit is
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therefore the 'goodness of fit' function

N

F(V) = 6{[Y1 - ~(V)il2} 2.5

which at the minimum is a chi-squared function and can be used to determine
the probability of the fit being a valid one.

Equation 2.5 is non-linear in the variables V and represents a complex
mathematical problem even for high-speed digital computers. Considerable
effort has been expended since 1959 in developing appropriate methods, and
their application to Mossbauer spectroscopy has been specifically detailed
in several papers [80-82]. "

The chi-squared (X 2
) function, F(V), has N - n degrees of freedom, and

the validity of the result can be determined from standard tables [83]. As a
general rule, the statistical significance of the fit decreases rapidly as F( V)
rises in value. For example, a computed fit with 400 degrees of freedom is
within the 25-75% confidence limits ofaX2 distribution if380 < F(V) < 419,
and within the 5-95% limits if 355 < F(V) < 448.

The X2 values obtained in Mossbauer spectroscopy are frequently higher
than one would expect because the function used is not absolutely correct.
Thus, peaks may not be strictly Lorentzian in shape, as in cases of order-
disorder phenomena where they may be distorted by a large number of small
variations in the electronic state of the absorbing atoms due to environment
fluctuations. Again, if the counting rate is greater than about lOs counts per
second in the detection system the 'dead-time' effects which occur in the
instrumentation will distort the Poisson distribution. In this case the total
registered count-rate could still be low if the rejection fraction at the single-
channel discriminator were high. Other factors which affect the X2 values
include instrumental drift, counting geometry, cosine effects, and the propor-
tion of the spectrum being computed which is zero-absorption baseline.

Introducing additional variables will invariably lower the value ofF( V), but
the decrease may not be large enough to justify the new fit. The final decision
regarding the valid interpretation of the data must and should remain with the
experimenter, using his full experience and chemical knowledge.

One useful feature of some of the mathematical methods of solution is that
they also provide information on the precision of the final values of the
variables [80], but the effects of instrument drift are likely to be under-
estimated as it is assumed that the velocity of any given channel is not a
function of time.

Although data are usually analysed by specifying an exact mathematical
function, it is possible (with slightly different methods) to use an experi-
mentally defined peak-shape if the former is not known with precision [84].

One obvious development of these various methods is the application of
[Refs. on p. 43J
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direct on-line time-sharing computer techniques. In principle, this enables
the analyser output to be transmitted directly to the central processing unit
from the laboratory, and the results of the calculation can then be returned
at least in abbreviated form to a remote terminal for rapid preliminary
assessment of the experiment.

REFERENCES

[1] R. L. Mossbauer, Z. Physik, 1958, 151, 124.
[2] R. L. Mossbauer, Naturwiss., 1958,45,538.
[3] K. Cassell and A. H. Jiggins, J. Sci. Instr., 1967, 44, 212.
[4] R. Booth and C. E. Violet, Nuclear Instr. Methods, 1963,25, 1.
[5] C. E. Johnson, W. Marshall, and G. J. Perlow, Phys. Rev., 1962, 126, 1503.
[6] C. W. Kocher, Rev. Sci. Instr., 1965, 36, 1018.
[7] A. J. Bearden, M. G. Hauser, and P. L. Mattern, 'Mossbauer Effect Metho-

dology Vol. 1', Ed. 1. J. Gruverman, Plenum Press, N.Y., 1965, p. 67.
[8] H. M. Kappler, A. Trautwein, A. Mayer, and H. Vogel, Nuclear Instr. Methods,

1967,53, 157.
[9] P. A. Flinn, Rev. Sci. Instr., 1963, 34, 1422.

[10] P. Flinn, 'Mossbauer Effect Methodology Vol. 1', Ed. 1. J. Gruverman,
Plenum Press, N.Y., 1965, p. 75.

[11] J. Lipkin, B. Schechter, S. Shtrikman, and D. Treves, Rev. Sci. Instr., 1964,35,
1336.

[12] F. W. D. Woodhams, J. Sci. Instr., 1967, 44, 285.
[13] V. P. Alfimenkov, Yu. M. Ostanevich, T. Ruskov, A. V. Strelkov, F. L.

Shapiro, and W. K. Yen, Soviet Physics -J.E.T.P., 1962, 15, 713 (Zhur.
eksp. teor. Fiz., 1962, 42, 1029).

[14] R. C. Knauer and J. G. Mullen, Rev. Sci. Instr., 1967,38, 1624.
[15] P. E. Clark, A. W. Nichol, and J. S. Carlow, J. Sci. Instr., 1967, 44, 1001.
[16] J. Pahor, D. Kelsin, A. Kodre, D. Hanzel, and A. Moljk, Nuclear Instr.

Methods, 1967, 46, 289.
[17] Y. Hazony, Rev. Sci. Instr., 1967, 38, 1760.
[18] D. St P. Bunbury, J. Sci. Instr., 1966, 43, 783.
[19] R. Zane, Nuclear Instr. Methods, 1966,43,333.
[20] D. Rubin, Rev. Sci. Instr., 1962, 33, 1358.
[21] R. L. Cohen, Rev. Sci. Instr., 1966,37,957.
[22] R. L. Cohenl P. G. McMullin, and G. K. Wertheim, Rev. Sci. Instr., 1963,34,

671.
[23] V. Vali and T. W. Nybakken, Rev. Sci. Instr., 1964, 35, 1085.
[24] R. Gerson and W. S. Denno, Rev. Sci. Instr., 1965, 36, 1344.
[25] L. Lovborg, Nuclear Instr. Methods, 1965,34,307.
[26] M. Bornaz, G. Filoti, A. Gelberg, V. Grabari, and C. Nistor, Nuclear Instr.

Methods, 1966, 40, 61.
[27] J. D. Cooper, T. C. Gibb, N. N. Greenwood, and R, V. Parish, Trans. Faraday

Soc., 1964, 60, 2097.
[28] J. D. Cooper and N. N. Greenwood, J. Sci. Instr., 1966,43,71.
[29] C. A. Miller and J. H. Broadhurst, Nuclear Instr. Methods, 1965,36,283.
[30] T. E. Cranshaw, Nuclear Instr. Methods, 1964, 30, 101.



44 I EXPERIMENTAL TECHNIQUES

[31] F. C. Ruegg, J. J. Spijkerman, and J. R. de Voe, Rev. Sci. Instr., 1965, 36, 356.
[32] E. Kankeleit, Rev. Sci. Instr., 1964,35, 194.
[33] Y. Reggev, S. Bukshpan, M. Pasternak, and D. A. Segal, Nuclear Instr.

Methods, 1967, 52, 193.
[34] E. Nadav and M. Palmai, Nuclear Instr. Methods, 1967,56,165.
[35] M. Michalski, J. Piekoszewskii, and A. Sawicki, Nuclear Instr. Methods, 1967,

48,349.
[36] R. H. Goodman and J. E. Richardson, Rev. Sci. Instr., 1966, 37, 283.
[37] R. H. Goodman, 'MossbauerEffect Methodology Vol. 3', Ed. I. J. Gruverman,

Plenum Press, N.Y., 1967, p. 163.
[38] J. E. S. Bradley and J. Marks, Nature, 1961, 192, 1176.
[39] T. Bressani, P. Brovetto, and E. Chiavassa, Phys. Letters, 1966, 21, 299;

Nuclear Instr. Methods, 1967, 47, 164.
[40] H. Frauenfelder, 'The Mossbauer Effect', W. A. Benjamin, Inc., N.Y., 1962.
[41] A. J. F. Boyle and H. E. Hall, Repts. Progr. in Physics, 1962,25,441.
[42] J. K. Major, 'Mossbauer Effect Methodology Vo!. I', Ed. I. J. Gruverman,

Plenum Press, N.Y., 1965, p. 89.
[43] P. Debrunner, 'Mossbauer Effect Methodology Vol. 1', Ed. I. J. Gruverman,

Plenum Press, N.Y., 1965, p. 97.
[44] R. Barloutaud, J-L. Picou, and C. Tzara, Compt. rend., 1960,250,2705.
[45] P. J. Black, D. E. Evans, and D. A. O'Connor, Proc. Roy. Soc., 1962, A270,

168.
[46] P. J. Black, G. Longworth, and D. A. O'Connor, Proc. Phys. Soc., 1964, 83,

925.
[47] C. M. Lederer, J. M. Hollander, and I. Perlman, 'Table of Isotopes - 6th Ed.',

John Wiley & Sons, Inc., N.Y., 1967.
[48] G. A. Chackett, K. F. Chackett, and B. Singh, J. Inarg. Nuclear Chem., 1960,

14,138.
[49] S. L. Ruby and J. M. Hicks, Rev. Sci. Instr., 1962,33,27.
[50] D. A. O'Connor, Nuclear Instr. Methods., 1963, 21, 318.
(51) S. Margulies and J. R. Ehrman, Nuclear Instr. Methods, 1961, 12, 131.
[52] S. Margulies, P. Debrunner, and H. Frauenfelder, Nuclear Instr. Methad~,

1963,21,217.
[53] J. D. Bowman, E. Kankeleit, E. N. Kaufmann, and B. Persson, Nuclear Instr.

Methods, 1967,50, 13.
[54] K. Siegbahn (Ed.), 'Alpha, Beta, and Gamma Ray Spectroscopy', North

Holland Publ., Amsterdam, 1965.
[55] N. Benczer-Koller and R. H. Herber, Chap. 2, 'Experimental Methods' in

V. I. Goldanskii and R. H. Herber (Eds.), 'Chemical Applications of Moss-
bauer Spectroscopy', Academic Press, New York, 1968.

[56] C. E. Violet, 'The Mossbauer Effect and its App!. to Chern.', Adv. Chem. Ser.,
1967, 68, Chap. 10.

[57] L. Levy, L. Mitrani, and S. Ormandjiev, Nllclear Instr. Methods, 1964, 31,
233.

[58] K. P. Mitrofanov and V. S. Shpinel, Zhur. eksp. teor. Fiz., 1961,40,983.
[59] D. A. O'Connor, N. M. Butt, and A. S. Chohan, Rev. Mod. Phys., 1964,36,

A 361.
[60] K. P. Mitrofanov, N. V. Illarionova, and V. S. Shpinel, Pribory i Tekhn.

Eksperim., 1963, 8,49; English Trans!. in Instr. Exptl. Tech. USSR, 1963, 3,
415.

[61] J. S. Eck, N. Hershkowitz, and J, C. Walker, Bull. Am. Phys. Soc., 1965, 10, 577.



REFERENCES I 45

[62] H. Frauenfelder, D. R. F. Coclu'an, D. E. Nagle, and R. D. Taylor, Nuovo
Cimento, 1961, 19, 183.

[63] N. Hershkowitz and J. C. Walker, Nuclear Instr. Methods, 1967,53,273.
[64] E. Kankeleit, Z. Physik, 1961, 164,442.
[65] M. Kalvius, 'Mossbauer Effect Methodology Vol. 1', Ed. I. J. Gruverman,

Plenum Press, N.Y., 1965, p. 163.
[66] D. P. Johnson, G. A. Erickson, and J. G. Dash, Rev. Sci. Instr., 1968,39,420.
[67] A. J. Nozik and M. Kaplan, Anal. Chem., 1967, 39, 854.
[68] F. Van der Woude and G. Boom, Rev. Sci. Instr., 1965,36,800.
[69] B. Sharon and D. Treves, Rev. Sci. Instr., 1966,37, 1252.
[70] D. E. Nagle, H. Frauenfelder, R. D. Taylor, D. R. F. Cochran, and B. T.

Matthias, Phys. Rev. Letters, 1960, 5, 364.
[71] R. S. Preston, S. S. Hanna, and J. Heberle, Phys. Rev., 1962, 128, 2207.
[72] R. G. Barnes, R. L. M6ssbauer, E. Kankeleit, and J. M. Poindexter, Phys.

Rev., 1964, 136, A 175.
[73] R. Ingalls, 'Mossbauer Effect Methodology Vol. 1', Ed. 1. J. Gruverman,

Plenum Press, N.Y., 1965, p. 185.
[74] D. Pipkorn, C. K. Edge, P. Debrunner, G. de Pasquali, H. G. Drickamer, and

H. Frauenfelder, Phys. Rev., 1964, 135, A 1604.
[75] P. Debrunner, R. W. Vaughan, A. R. Champion, J. Cohen, J. A. Moyzis, and

H. G. Drickamer, Rev. Sci. Instr., 1966, 37, 1310.
[76] J. Heberle, 'Mossbauer Effect Methodology Vol. 2', Ed. I. J. Gruverman,

Plenum Press, N.Y., 1966, p. 95.
[77] H. de Waard, Rev. Sci. Instr., 1965, 36, 1728.
[78] J. J. Spijkerman, F. C. Ruegg, and J. R. De Voe, International Atomic Energy

Agency Technical Reports Series No. 50, Vienna, 1966, p. 53.
[79] T. E. Cranshaw and P. Reivari, Proc. Phys. Soc., 1967, 90, 1059.
[80] B. J. Duke and T. C. Gibb, J. Chem. Soc. (A), 1967, 1478.
[81] S. W. Marshall, J. A. Nelson, and R. M. Wilenzick, Comm. Assoc. Computing

Machinery, 1965,8,313.
[82] G. M. Bancroft, A. G. Maddock, W. K. Ong, R. H. Prince, and A. J. Stone,

J. Chpm. Soc. (A), 1967, 1966.
[83] D. B. Owen, 'Handbook of Statistical Tables', Pergamon Press, 1962.
[84] A. Gavron, D. Kedem, and T. Rothem, Nuclear Ins/r. Methods, 1968,61,213.



3 I Hyperfine Interactions

It was shown in Chapter 1 that the Mossbauer effect produced monochro-
matic y-radiation with a definition of the order of 1 part in 1012 and we now
seek ways to use this extremely high precision to obtain chemical information.
The key to the problem lies in the total interaction Hamiltonian for the atom,
which contains terms relating to interactions between the nucleus on the one
hand and the electrons (and hence the chemical environment) on the other.
The Hamiltonian can be written as

£ = £0 + Eo + M 1 + E2 + ... 3.1

where Jlt'0 represents all terms in the Hamiltonian for the atom except the
hyperfine interactions being considered; Eo refers to electric monopole
(i.e. Coulombic) interactions between the nucleus and the electrons; M 1

refers to magnetic dipole hyperfine interactions; and E2 refers to electric
quadrupole interactions. Higher terms are usually negligible.

The Eo Coulombic interaction alters the energy separation between the
ground state and the excited state of the nucleus, thereby causing a slight
shift in the position of the observed resonance line. The shift will be different
in various chemical compounds, and for this reason is generally known as the
chemical isomer shift. It is also frequently referred to as the isomer shift or
chemical shift, but in view of the earlier use of these terms in optical spectro-
scopy and nuclear magnetic resonance spectroscopy respectively, the longer
expression is preferred. A less frequently used synonym is centre shift.

The electric quadrupole and magnetic dipole interactions both generate
multiple-line spectra, and consequently can give a great deal of information.
All three interactions can be expressed as the product of a nuclear term which
is a constant for a given Mossbauer y-ray transition and an electronic term
which can be varied and related to the chemistry of the resonant absorber
being studied.

3.1 Chemical Isomer Shift, b
For many purposes it is adequate to consider the nucleus as a point charge
which influences the electrons via the Coulombic potential. However, the
[Refs. on p. 78]
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nucleus has a finite volume, and this must be taken into account when con-
sidering nucleus-electron interactions because an s-electron wavefunction
implies a non-zero electron charge density within the nuclear volume. During
the course of a nuclear y-transition, it is usual for the effective nuclear size to
alter, thereby changing the nucleus-electron interaction energy. This change
is only a minute fraction of the total Coulombic interaction but is dependent
on chemical environment. Although we cannot measure this energy change
directly, it is possible to compare values by means of a suitable reference
which can be either the y-ray source used in recording the Mossbauer spec-
trum or another absorber. The observed range of chemical isomer shifts for
a given nuclide is frequently within an order of magnitude of the Heisenberg
naturallinewidth of the transition (i.e. Q·lT-IOT). The Mossbauer resonance
line recorded by velocity scanning may thus be measurably displaced from
zero velocity if the chemical environment of the nuclide in the source and
absorber differ. For convenience, the chemical isomer shift t5 is usually quoted
in mm S-l rather than in energy units, but it is important to remember that,
because of the relation t5 = (v/c) X By, a given displacement velocity, v,
represents a different energy for each particular Mossbauer transition.

The mathematical' expression of the above concepts is virtually identical to
that for the optical isomeric shift in electronic spectra, and as such is well
documented [1-5]. One form of the theory is given in the following para-
graphs.

Electrons of charge -e in the field of a point nucleus of charge +Ze
experience a normal Coulombic potential and the integrated electrostatic
energy will be

Eo = ~Ze2 JPe ~~
K r

3.2

where K is the dielectric constant of a vacuum, r is the radial distance from
the nucleus, and -epe is the charge density of the orbital electrons in the
volume element dr. For a spherical nucleus of finite radius R, equation 3.2
is still correct for r > R, but is invalid if r < R. The electrostatic energy in
this case is

E = -eJPnef>e dr 3.3

3.4

where epn is the charge density of the nucleus and ef>e is the electrostatic
potential of the electrons. The integrand becomes equivalent to that in 3.2
for r > R. The change W in the electrostatic energy caused by the finite
radius of the nucleus can therefore be expressed as

JR Ze2 JR dr
W = e Pnef>e dr - - Pe -o K 0 r

[Refs. on p. 78]
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The probability density of an s-electron in the neighbourhood of a point
charge is given in the Dirac theory by

= 2(p + I) l1fJs(O) 12(2Z)2P-2r2P_2
Pe r 2 (2p + l) 0H

where p = y(1 - (X2Z2), (X = e2Inc, 0H is the first Bohr radius, V',(O) is the
non-relativistic Schrodinger wavefunction at r = 0, and nil) is the gamma
function

r(n) = f:e-Xxn-l dx n> 0 3.6

Equation 3.5 ignores distortion of 1fJ.(0) by the finite nuclear size which will
cause an overestimation of the shift. It should also be mentioned that there
is a second possible contribution to electron density at the nucleus if Pt
electronic states of the atom are occupied. However, this term will always be
much less than the equivalent s-term. Furthermore, the Pt electronic state is
not usually encountered in applications of Mossbauer spectroscopy and will
therefore not be considered further.

The lack of knowledge of the precise charge distribution and potential
inside the nucleus necessitates further approximations to equation 3.4. The
customary method is to assume a potential equation which has the value of
the point charge Coulombic potential at r = R and also has the same gradient.
This ensures that the potential is continuous. If the nuclear charge density is
taken to be a uniform sphere, the change in the electrostatic energy between
the point-charge and finite-radius models is given by

w = 24n(p + I) l1fJs(O) 1
2Ze2 (2Z)2P-2 R2p 37

K2p(2p + 1)(2p + 3)r2(2p + 1) 0H •

The difference in energy caused by the nuclear radius change lJR will then be

d W = _ 24Jl:0 + l) l1fJs(O) J2Ze2 (~~)2P- 2 R 2p lJR 3.8
K(2p + 1)(2p + 3)r2(2p + 1) 0H R

The appropriate potential curves are illustrated in Fig. 3.1.
The chemical isomer shift, (j, as measured in a Mossbauer experiment is a

difference in energy between two chemical environments A and B and from
3.8 is seen to be

(j = 24n(p + l){l1fJs(O)A 1
2

- 11fJ.(O)B 12}Ze2(~~)2P- 2 R 2pb l! 3.9
K(2p + l)(2p + 3)r2(2p + l) 0H R

This equation is rather intractable, and is commonly simplified by assuming
[Refs. on p. 78J
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that p = 1. This is not strictly valid for the heavier elements (for Z = 26(Fe)
p = 0·98 and for Z = 80(Hg) p = 0'80). With K = 1 and p = 1

4 bR
b = Sn:Ze 2{IV's(0)A 1

2
- I V's(O)B 1

2 }R 2 R

The nucleus will usually be slightly non-spherical, and the chemical isomer

Rg
r/(cmxlO-12)
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Fig. 3.1 The electrostatic potential of an electric charge of -ep. dT at distance r
from a point nucleus is given by V, but when the nucleus has a finite radius, the
potential curve within the sphere is different. The shaded area indicates the effect
of a change in the nuclear radius from R. to R•.

shift is therefore frequently designated in terms of the differences in the root
mean square radii of the excited and ground states.

3.11

where

b = in:Ze2 {1 V's(O)A 1
2

- I V's(O)B 1
2}{<Re2) - <R/)}

<R/) - <R./) == ~R2 ~ and b<R2)/<R2) = 2~1l.

R = 1·2 x A! fm to a close approximation.
Equations 3.10 and 3.11 can be seen to be the product of a chemical term

and a nuclear term. If the electron densities are known, the latter can be
calculated or vice versa. In practice the nuclear term is a constant for a given
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transition, and for chemical applications the important equation is

b = const X {11fJ.(O)A 1
2

- 111'.(0)B 1
2

} 3.12

A and B are normally the absorber and source respectively. I ~'s(O) 12 should
not be confused with the number of s-electrons in the atomic environment.
It is the s-electron density at the nucleus, and as such will be affected not only
by the s-electron population but also by the screening effects of Po, do, and
.f-electrons and by covalency and bond formation, that is by the chemical
bonding of the atom. If tJR/R is positive, a positive chemical isomer shift
implies an increase in s-electron density at the nucleus in going from source
to absorber. If bR/R is negative, the same shift signifies a decrease in s
electron density. Electrons in Is, 2s, 3s ..., shells all contribute to !1fJ.(O) 1

2

but in decreasing amounts as the principal quantum number rises. However,
the inner shells are not markedly affected by chemical bonding so that the
principal influence on the chemical isomer shift will be by the outermost
occupied s-orbital. Shielding by other electrons effectively increases the
s-radial functions and decreases the s-density at the nucleus. For example,
a 3d64s 1 outer configuration will have a higher s-density than 3d74s 1 ;

likewise for 3s23p6 3d5 and 3s23p63d6 because of the penetration of the 3d
orbitals into the 3s.

In cases where two or more y-ray resonances can be observed in the same
chemical compounds, e.g. 127,1291, 151,15 3Eu, 191.193Ir, the chemical terms
in equation 3.11 would be expected to be identical and there should be a
constant ratio between the chemical isomer shifts of the two isotopes in pairs
of identical chemical compounds. This does in fact appear to be so because
a plot of the pairs of chemical isomer shifts is linear, thus lending confidence
to the use of chemical isomer shifts to study chemical environment.

Although the nuclear radius effect is the principal factor in producing a
shift of the resonance line, there are two other factors, namely temperature
and pressure, which are also acting, and it is often forgotten that the term
chemical isomer shift is generally applied to the sum effect of all three. The
temperature effect can be very important when measuring small differences
in s-electron density at the nucleus and is considered in the next section.

3.2 Second-order Doppler Shift and Zero-point Motion
The existence of a relativistic temperature-dependent contribution to the
chemical isomer shift was pointed out independently by Pound and Rebka [6]
and by Josephson [7]. The emitting or absorbing atom is vibrating on its
lattice site in the crystal. The frequency of oscillation about the mean position
is of the order of 1012 per second, so that the average displacement during
the Mossbauer event is zero. However, there is a term in the Doppler shift
which depends on v2 , so that the mean value <v2

) is non-zero.
[Refs. on p. 78]
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The relativistic equation [8] for the Doppler effect on an emitted photon
gives the observed frequency v' for a closing velocity v as

( v)( V
2)-!v' == v 1 - ~ 1 - c2

Hence

v' ~ V( 1 - ~)(1 -I- ;;2)
where v is the frequency for a stationary system. The first-order term in
velocity is a function of the velocity of the atom vibrating on its lattice site in
the direction of the y-ray and will average to zero over the lifetime of the
state. The second-order term will not average to zero as it is a term in v2

and is therefore independent of direction. It is usually referred to as a second-
order Doppler shift, and for a Mossbauer resonance

v' = V(l -I- <v
2»)

2c2
3.14

3.15

3.16

Accordingly, there is a shift in the Mossbauer line given by

oEy OV <v2
)

-=-=---
Ey V 2c2

The kinetic energy per mole of the solid, !M<v2 ), can be related to the
total energy of the solid per unit mass, U, (-!-M<v 2 ) = !MU) so that

OV U

v

The temperature dependence of this quantity is thus related to the molar heat
capacity at constant pressure, Cp ,

~(!!!_)
v oT p

3.17

3.18

Equation 3.17 is not very convenient in this form as it is far easier to
measure the molar heat capacity at constant volume, Cv•

l(OV) l(OV) 1( OV ) (0 In V)
; oT p =; oT v -1-; 0 In V T -----aT p

l(OV) Cv l(olnv) (Oln V)
; oT p = - 2Mc2 -I- ; 0 In V T -----aT p

To a first approximation, Cp and Cv are similar in value.
It is instructive to consider the description of OVIv in terms of the lattice

dynamics of the solid. The following treatment is a simplification of that by
[Refs. on p. 78]
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Hazony [9]. An harmonic approximation is used, and the average energy
associated with each atom is

-!-M<v 2
) = 3(nj + -t)hwj 3.19

where nj = [exp (liw/kT) - 1]-1 and Wj is the oscillation frequency. We
wish to sum over all possible frequencies and modes of vibration, so that

OV _ 3 "" 2 " l'-; - - 2M~2 ~ A j IlWl z T nj)
J

where the A/ terms are weighting factors such that 1 A/ = 1. M is the
j

atomic mass of the M6ssbauer nuclide. The classical high-temperature limit
of this expression is

bv

v

3 RT

2Mc2
3.21

From the point of view of intercomparison of chemical shifts, it is useful to
consider the general equation as T -3>- O. There is a zero-point motion term
given by

~-() = - ~ ~C2 ~ A/hwj
J

3.22

The magnitude of the zero-point motion will be dependent on the exact mode
of vibration in the crystal, so that Ol'o/V will not in general be the same in all
compounds.

If we adopt the simple picture of an Einstein solid such that there is one
frequency only given by WE then

bl'o
V

3 nWE

4Mc 2
3.23

In the Debye model Wj can have any frequency between 0 and W o with a
probability of 9Nw//wo3

, the average value of hWj being given by iliwo.
Hence

bVa

v

9 tzwo

16Mc2
3.24

or using the Debye temperature defined as liwo = kOo

bvo

v

9 k()o
---

16Mc2
3.25

The zero-point motion term is proportional to the Debye temperature of the
solid if this vibrational model is valid. In practice, of course, the vibrational
[Refs. on p. 78]
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modes ofchemical compounds are very complex, and Hazony [9] and Epstein
[10] have both pointed out cases where both the temperature dependence and
zero-point contributions are very different in apparently similar compounds.
The second-order Doppler shift for the iron-resonance in a solid of Debye
temperature 200 K is illustrated in Fig. 3.2. These considerations are very

-1

-2n
-S?

x

~I> -3 -

-4

-5 -

100 150
Temperalure!K

200

Fig. 3.2 The second-order Doppler shift calculated for a Debye model with
6D = 200 K and an atomic mass of 55·9.

relevant to the interpretation of small differences in chemical isomer shift.
As a general rule, however, if data to be compared are all obtained at the
same low temperature, the respective zero-point and temperature-dependent
terms will largely cancel each other out.

3.3 Effect of Pressure on the Chemical Isomer Shift
The chemical isomer shift is the sum of two terms, the one being proportional
to the s-electron density at the nucleus, and the other being the second-order
Doppler shift. Both of these will be influenced by a change in pressure, but
it is the overall effect on the former which is the more significant.

The measured pressure coefficient at constant temperature can be repre-
sented [1 I] by

~yG~)T = ~(~;)T

(ov) = K(O 111'.(0) 1

2
) (0 In~) + (_?~) (0 In V) 3.26

oP T 0 In V T oP T 0 In V T oP T
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The first term is the effect of pressure on the electron density at the nucleus
and the second term describes the relativistic effect of altering the mean
vibrational energy. The latter can be simply expressed, using the Debye
model for the vibrational energy of EVib = 3kT[1 + /o(OD/T)2 + ...], as

!(3el-) (~~~_ V) ~ _ ~_ !'OD (OD)(~~ OD) (~In ~) 3.27
vain V T ap T 20 M c2 T a In V T ap T

The quantity -(a In eD/a In Vh can be calculated from Gruneisen's constant
y and (a In v/aPh is the compressibility. The magnitude of the expression
will be small for a low Debye temperature of the lattice, and is generally less
than the electronic term [11, 12].

The effect of pressure on 111'8(0) 1
2 will depend on the detailed electronic

structure of the material, and is therefore of use in investigating the latter.
Examples can be found in the chapters on the 5

7Fe isotope.
The total spin-density imbalance is also affected by change in volume, so

that there is a small effect on an internal magnetic field with pressure [13]
(see Section 3.5). Compression can also affect the quadrupole splitting by
decreasing the radial extent of the valence electrons, but redistribution of
electrons between the different orbitals may also occur.

3.4 Electric Quadrupole Interactions
The existence of an electric quadrupole interaction is one of the most useful
features of Mossbauer spectroscopy. The theory is closely related to that
used in nuclear quadrupole resonance spectroscopy [14, 15]. Any nucleus
with a spin quantum number of greater than I = -1 has a non-spherical
charge distribution, which if expanded as a series of multipoles contains a
quadrupole term. The magnitude of the charge deformation is described as
the nuclear quadrupole moment Q, given by

eQ = Jpr 2(3 cos2 (} - 1) d'r

where e is the charge of the proton, p is the charge density in a volume
element dr, which is at a distance r from the centre of the nucleus and making
an included angle 0 to the nuclear spin quantisation axis. The sign of Q
depends on the shape of the deformation. A negative quadrupole moment
indicates that the nucleus is oblate or flattened along the spin axis, whereas
for a positive moment it is prolate or elongated.

In a chemically bonded atom, the electronic charge distribution is usually
not spherically symmetric. The electric field gradient at the nucleus is defined
as the tensor Eij = - Vij = - (a 2 v/axiXj)(Xio xj = x, y, z) where V is the
electrostatic potential. It is customary to define the axis system of the
resonant atom so that Vzz = eq is the maximum value of the field gradient. The
[Refs. on p. 781
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orientation of the nuclear axis with respect to the principal axis, Z, is quan-
tised. There is an interaction energy between Q and eq which is different for
each possible orientation of the nucleus.

The Laplace equation requires that the electric field gradient be a traceless
lC1lsor, i.e. the sum of the second derivatives of the electrostatic potential
\<lJlish:

3.29

Consequently, only two independent parameters are needed to specify the
dectric field gradient completely, and the two which are usually chosen are
V;; and an asymmetry parameter 'YJ defined as

(Vxx - Vyy)
'YJ = 3.30

Vzz

Using the convention that I Vzz I> I Vyy I> I Vxx I ensures that
0<;17<: I.

The Hamiltonian describing the interaction can be written as

.Yl' = 2I(;I
Q
- l)(Vzi/ + VxJ/ + v"l/) 3.31

"here 1 is the nuclear spin and Iz, lx, and I" are the conventional spin opera-
tors. Using equation 3.30 the Hamiltonian therefore becomes

.Yl' = ~CJk-[312 - 1(1 + 1) + 'n(i 2 - i 2)]
41(21 - 1) z "I x "

or

.Yl' = e
2

qQ. [31 2 _ 1(1 -t- 1) + f}(/ 2 I i_ 2)] 3 32
41(21 - 1) z 2 + T .

where i+ and i_are shift operators.
The simplest case to consider is when the electric field gradient has axial

symmetry, i.e. Vxx = Vyy and 'f) = O. The matrix elements for the nucleus of
spin 1 are given by

<Iz' 1.Yl' I Iz >= 4I;;:~ 1)[3// - I(l + 1)] CJ1z'lz 3.33

I;> and lIz') are two different quantum states of the orientation and CJ1z'lz

is a Kronecker delta such that CJ1 'I = 0 unless I z ' = I z• In other words thez z
matrix is diagonal in form and the energy levels are given directly by

3.34
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Instead of a single energy level we now have a series of Kramers' doublets
identified by the I Iz I quantum number. For 1 = -!- there is only one level,
but for 1 = 1- there are two distinct eigenvalues of energy +(e2qQ/4) (for
I z = ±!) and -(e2qQ/4) (for I z = ±-!-).

In general, a Mossbauer transition occurs between two nuclear levels, each
of which may have a nuclear spin and quadrupole moment. This means that
both the ground-state and excited-state levels may show a quadrupole inter-
action. Because the energy separations due to these quadrupole interactions
are very small, all the levels connected with a given nuclear spin are equally
populated at temperatures above 1 K. A change in the I z quantum number
is allowed during the y-ray transition, and we shall discuss the relative
probabilities of transitions between sublevels more fully in Section 3.7.
Basically the laws of conservation of angular momentum and of parity lead
to the formulation of definite selection rules which characterise the transition
between the two states and these ensure that there is a high probability for
transitions in which the change in the z quantum numbers [(lz). - (lz)lI] = m
is 0 or ± 1. The very important example of a y-transition between states with
1 = ! and 1 = -!- results in two transitions from the {I = ! I ± !>} and
{I = ! I ± -D} sublevels to the unsplit {I = -11 ± -D} level. The resultant
spectrum will comprise two lines, which are in fact of equal i'ntensity if the
sample is an isotropic powder, and the energy separation between the two
lines is I (e2qQ/2) I. The centroid of the doublet corresponds to the energy of
the y-transition without a quadrupole interaction so that we can still measure
the chemical isomer shift. The energy level schemes and observed spectra for
an 1 = ! ~ 1 = t transition and an 1 = ~ ~ 1 = 1- transition are represented
in Fig. 3.3.

A lack of axial symmetry in the electric field gradient introduces matrix
elements which are off-diagonal with [(Iz). - (Iz)lI] = ±2. Exact solutions of
the secular equations for the eigenvalues can only be given for 1 = ~. These
are

e2qQ ( l)Z)!
EQ = 4/(21 _ 1)[31/ - I(I + 1)] 1 + 3 3.35

For higher spin states, convergent series can be calculated by perturbation
procedures, or else the energies can be solved accurately by matrix diagonalisa-
tion on a computer. It is interesting to note, however, that as 1) can never be
greater than unity (equation 3.30), the maximum difference between the
quadrupole splittings derived from equations 3.34 and 3.35 is about 16%.
A method for analysing spectra with a non-zero value of 1) has been des-
cribed [16].

The magnitude of the quadrupole interaction is a product of two factors,
eQ is a nuclear constant for the resonant isotope, while eq is a function of
chemical environment. For a t ~ ! transition it is not possible to determine
[Refs. on p. 78]
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the sign of e2qQ or the magnitude of'YJ from the line positions alone. This is
not the case for higher spin states where the sign of e2qQ can be uniquely
determined from the unequally spaced lines. If both Ie and Ig are greater
than !. there is little difficulty in estimating eq as the ground-state quadrupole
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Fig. 3.3 Typical energy level schemes and observed spectra for t -+ t and t -+ 1
transitions with quadrupole hyperfine interactions.

moment will be accurately known from other measurements. If I g = 0 or t
then Q for the excited state is usually calculated from estimated values of eq
in chemical compounds and will not be known with any great accuracy.

Although the quadrupole coupling constant e2qQ and asymmetry para-
meter'YJ can easily be evaluated from a Mossbauer spectrum, it is much more
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difficult to relate these parameters to the electronic structure which generates
them. Although frequent reference is made to the sign of the electric field
gradient, this is misleading because the latter is a tensor quantity. What is
actually meant is the sign of the principalcomponent, Vzz• Confusion over the
sign convention used can be avoided by considering the coupling constant
e2qQ. If the sign of Q is known, that ofq is immediately implied. Throughout
this work we have deliberately chosen to refer to the sign of e2qQ rather than
of eq to avoid any ambiguity, and have taken considerable care in quoting
published data not given in this convention. The observed sign of e2qQ may
be an important factor in deciding the origin of the electric field gradient.

The electric field gradient is the negative second derivative of the potential
at the nucleus of all surrounding electric charge. It therefore embraces con-
tributions from both the valence electrons of the atom and from surrounding
ions. In ionic complexes it is customary to consider these separately, and to
write q as

Vzz = q = (I - R)qion + (1 - Y<x,)qlatt
e

3.36

where Rand Y", represent the effects of shielding and antishielding respec-
tively* of the nucleus by the core electrons [17, 18]. The asymmetry para-
meter is given by

(Vxx - Vyy)je = 'YJq = (1 - R)'YJionqion + (I - y",)1]lattqlatt 3.37

Although a relationship between the ion and lattice terms has been suggested
[17], opinion is still divided as to whether this is valid [19].

The numerical value of the principal component of the electric field
gradient (Vzz = -Ezz) due to an electronic wavefunction is given by

and
<1

3 COS2 () - 1 I )
Vzz = eq = - e "p r 3 "p

</3 sin2
() cos 2~ I )

'YJq = "p 3 tjJ
r

3.38

3.39

• When an atom which has some asymmetric p- or d-electron density is placed in a non-
homogeneous electric field, the unbalanced electron charge generates an electric field
gradient qion. Simultaneously, this spacial asymmetry of the electron charge results in a
polarisation of the inner, spherically symmetrical electron shells which in tum induces an
electric field gradient of opposite sign on the nucleus. This is represented by the Stemheimer
shielding factor (l - R) where R is frequently in the range 0 < R < 1. Likewise, if in the
absence of the atomic electrons, an electric field gradient of qlatt is set up by the interaction
of the crystal electric field on the nucleus, then this same crystal field will induce a further
gradient by polarisation of the electrons in the inner core of the atom, give a resultant
effective electric field gradient ofqlatt(l - y:c). The tenn y", is called the Sternheimer anti-
shielding factor and can take on positive or negative values which, in some cases, are
calculated to be as large as 102•
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A table of the appropriate values for some standard wavefunctions is given
in Table 3.1. The <r- 3

) value is the expectation value of l/r 3 for the appro-
Table 3.1 Magnitude of q
and 1) for various atomic orbitals

Orbital q 7J

pz -t<r- 3> 0
px +t(r- 3> -3
py +t<r- 3> +3
d

X
2 _ y2 +*<r- 3> 0

dz 2 -t<r- 3 > 0
dxy +t<r- 3> 0
dxz -t<r- 3> +3
dyz -t<r- 3> -3

priate function, and it follows that a 4p-electron for example will give a
smaller value of q than a 3p-electron and that a 3d-electron will also give a
smaller value than for the corresponding 3p-electron. An s-electron has
spherical symmetry and gives no electric field gradient.

The total electric field gradient from the valency electrons of the ion can
be obtained by summing the appropriate wavefunction contributions. If the
orbital populations alter with temperature because of excitation to low-
lying higher states, then the electric field gradient will probably show a
strong temperature dependence. This point is developed more fully on p. 99.

The lattice term qlatt can be similarly evaluated as the sum of contributions
from individual charges Zi and can be written

~ Zj 3 cos2 01-1
qlatt = ~ 3

i rt
Generally the valence term is the major contribution to the electric field
gradient unless the ion has the high intrinsic symmetry of an S-state ion such
as high-spin Fe3+(d5). In the latter case the lattice term will be dominant.

In molecular complexes the same arguments apply except that the com-
ponents contributing to the electric field gradient are now molecular orbitals,
and unless the mathematical forms of these are available, it is rarely possible
to do more than generalise by semi-empirical chemical reasoning. The
problems associated with the interpretation of the quadrupole coupling con-
stant will be discussed in more detail in later chapters dealing with specific
chemical applications.

3.5 Magnetic Hyperfine Interactions
The third important hyperfine interaction is the nuclear Zeeman effect [20].
This will occur if there is a magnetic field at the nucleus. The magnetic field
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can originate either within the atom itself, within the crystal via exchange
interactions, or as a result of placing the compound in an externally applied
magnetic field; for the moment, however, it is only necessary to consider that
there is a magnetic field with a flux density of H gauss (= H X 10- 4 tesla)
and that its direction defines the principal z axis.

The Hamiltonian describing the magnetic dipole hyperfine interaction is

:Yt' = -p.H = -gflN I.H 3.41

3.42

where flN is the nuclear Bohr magneton (e/ij2Mc), p is the nuclear magnetic
moment, I is the nuclear spin, and g is the nuclear g-factor [g = fl/(lflN)].
flN has the value of 5·04929 x 10- 24 ergs per gauss or 5·04929 x 10- 27

J T- 1 • The matrix elements are easy to evaluate using the spin operator form
of :Yt' = - gflN1zH and result in eigenvalues of

-flHm[
Em = -~---- = -gflNHm[

1

where m/ is the magnetic quantum number representing the =component of 1
(i.e. m[ = I, 1 - 1 ... -1). The magnetic field splits the nuclear level of
spin 1 into (21 + 1) equi-spaced non-degenerate substates. As already seen
for quadrupole spectra, the Mossbauer transition can take place between
different nuclear levels if the change in the m[ value is 0, ± 1, or additionally
in some cases ±2. The allowed transitions for a i ~ t Mossbauer y-ray are
illustrated in Fig. 3.4.

In a similar way to the chemical isomer shift and quadrupole splitting, the
magnetic hyperfine effect is the product of a nuclear term which is a constant
for a given Mossbauer transition, and a magnetic field which, as will now be
shown, can be produced by the electronic structure.

The magnetic field at the nucleus can originate in several ways [21-23].
A general expression would be

H = Ho - DM + tnM + H.'3 + HI. + HD 3.43

Ho is the value of the magnetic field at the nucleus generated by an external
magnet and is effectively zero away from a large magnet. The next term,
- DM, is the demagnetising field and tnM is the Lorentz field (the coefficient
being strictly applicable for cubic symmetry only) but both are small. H s
arises as a result of the interaction of the nucleus with an imbalance in the
s-electron spin density at the nucleus, and can be written as

Hs = -(!~:l)flB<f S/ 6(,;)> 3.44

The expression contained in the angular brackets is the expectation value of
the spin density, 'i being the radial coordinate of the ith electron. flB is the
[Refs. on p. 781
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Bohr magneton. H s is usually referred to as the Fermi contact term. Its actual
origin may be from intrinsic impairing of the actual s-electrons, or indirectly
as a result of polarisation effects on filled s-orbita1s. These can occur if the
atom has unpaired electrons in d- or .f-orbitals, or if it is chemically bonded
to such an atom. Intuitively one can see that the interaction of an unpaired
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Fig. 3.4 Magnetic splitting for a ! -+!. transition. The relative inversion of the
t and! muItiplets signifies a change in sign of the nuclear magnetic moment. Only
transitions for a change in ml of 0, ± 1 are shown.

d-electron with the s-electrons of parallel spin will be different to that with
the s-electrons of opposed spin. The result is a slight imbalance of spin
density at the nucleus. In the case of metals, direct conduction-electron
polarisation as well as indirect core-polarisation effects may be important.
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As mentioned at the end of Section 3.3, application of pressure can also cause
small changes in the imbalance of the spin density and thus in H.

If the orbital magnetic moment of the parent atom is non-zero, there is a
further term in equation 3.43 given by either

H L = - 2PB(r - 3)(L)

HI, = -2PB(r- 3)(g - 2)(S)or

(L) and <S) are the appropriate expectation values of the orbital and spin
angular momenta, and g is the usual Lande splitting factor.

The final term in equation 3.43 arises from the dipolar interaction of the
nucleus with the spin moment of the atom

HD == -2PB<3r(s.r)r- 5 - sr- 3) 3.46

which in the case of axial symmetry is

3.47HD = -2PB<S)<r- 3)(3 cos2 () - 1)

where () is the angle between the spin axis and the principal axis. Since

e2qQ = 2e2 Q(r- 3 )<3 cos2 () - 1) I<S) I
we have that IHD I = PBq. HD is zero in cubic symmetry for transition
elements, but can be large for the rare earths because L is not quenched.

The terms H~, Hv and HD can all be of the order of 104 _105 gauss and
their sum is usually referred to as the internal magnetic field. Considerable
data are available from experiments with 57Fe and other nuclides but a more
detailed discussion of the observed fields will be left until later chapters. It is
already clear, however, that the measured internal field can be related to the
orbital state of the atom.

The sign of an internal magnetic field H can be readily determined. Equa-
tion 3.43 shows that application of an external magnetic field H o alters the
effective field at the nucleus to the sum H + H o' Application of an external
field to a magnetically split Mossbauer resonance will cause the apparent
internal magnetic field to increase or decrease according to whether the
applied field is parallel or antiparallel to H. This method was described by
Hanna et al. in 1960 [24]. The fields required for this are rather large, about
30-50 kG, and superconducting magnets are usually used. If there are two
or more field directions present as in antiferromagnetic materials, it may be
possible to distinguish the sublattice resonance lines by the opposite effects
of the applied field. This method will fail if the magnetic interaction is
highly anisotropic so as to prevent complete polarisation of the ordered
spins by the external field.

From the foregoing description of the origins of the internal magnetic
field, it might be assumed that all compounds containing unpaired valence
electrons would show a hyperflne magnetic splitting effect. There is, however,
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another factor which has not been considered, namely that the Hamiltonian
in equation 3.41 contains I and H as a vector product, and that the observa-
tion time-scale is ofthe order of 10- 8 s. The electronic spins which generate H
are subject to changes of direction, known as electronic spin relaxation. In
paramagnetic compounds, the spin relaxation is usually rapid and results in
H having a time-average of zero so that no magnetic splitting is seen. The
major exceptions are found with the rare earths or with magnetically dilute
solid solutions. When cooperative phenomena such as ferromagnetism or
antiferromagnetism operate, the relaxation rates are effectively slower and a
splitting will be recorded. There are, however, intermediate possibilities where
the electronic spins are relaxing on a time-scale comparable with that of the
nuclear transition, and these result in more complicated spectra (see Section
3.8). Such systems embrace both ordered materials with unusually fast
relaxation and also paramagnetic compounds with slow relaxation.

Because the internal magnetic field of a magnetically ordered material is
generally proportional to the magnetisation, its temperature dependence will
reflect the latter and follows a Brillouin function, becoming zero at the Curie
or Neel temperature. In cases where two or more distinct magnetic lattices
are present, the Mossbauer spectrum will give the internal field at each
individual site, whereas the bulk magnetisation is an average effect. This
differentiation is particularly significant for antiferromagnetic compounds
where the Mossbauer spectrum can conclusively confirm that magnetic
ordering is present.

3.6 Combined Magnetic and Quadrupole Interactions

The chemical isomer shift with magnetic or quadrupole split spectra merely
causes a uniform shift of all the resonance lines without altering their separa-
tion. Both the magnetic and quadrupole interactions, however, are direction-
dependent effects, and consequently when both are present the general
interpretation of the spectrum can be quite complex.

If the electric field gradient tensor is axially symmetric and its principal
axis makes an angle () with the magnetic axis, then a relatively simple solution
exists providing that e2qQ ~ pH; in this case the quadrupole interaction can
be treated as a first-order perturbation to the magnetic interaction. The
eigenvalues are

E- rr (1)lm IH e2qQ(3 cos
2

() - 1)- -gpNnm] + - ] --
4 2

3.48

and the level splitting is illustrated for a t -+ t decay in Fig. 3.5. The angle ()
is not determinable from the spectrum in this case, so that e2qQ cannot be
calculated unless the direction of magnetisation relative to the symmetry axis
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Fig. 3.5 The effect of a first-order quadrupole perturbation on a magnetic hyper-
fine spectrum for at -7 i transition. Lines 1,2 and 5,6 have equal separations only
when there is no quadrupole effect acting, or when cos 0 = 1/ v3.

is measured by other means. If cos () = 1/v!3 then the quadrupole inter-
action fortuitously appears to be absent. The expression

~2:QU cos2

2
() - ~)

is often denoted as e if () is unknown.
If the electric field gradient tensor is not axially symmetric but the mag-
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netic axis lies along one of its principal axes, then the excited-state splitting
for I = i gives the four energies [25]

-!zg[lNH ± :2Cjg'[(1 + ~~~~)2 + 1J~J!
4 e2qQ 3

e2qQ [( 4g[l H)2 r/J!--!zg[lNH ± -- 1 - -~- + --
4 e2qQ 3

and

In many of the observed spectra referred to in later chapters, it is not
possible to use one of the simplifications described above. Solutions are not
obtained analytically but by full mathematical analysis using a digital com-
puter. A method of computing the spectrum appropriate to any given
symmetry has been given by Gabriel et al. [26, 27]. Similar texts have been
specifically directed to the solution of i -+ -!z 57Fe spectra [28-30].

One must return to the complete Hamiltonian of

",£J I'H e
2
qQ ~2 .(~" I")

of< = -g[lNz + 41(2/ _ 1)[3Iz - 1(1 + 1) + rl Ix- - y.] 3.50

I;' and iz are defined with respect to two different axis systems. If we define a
new coordinate system in which the principal z axis is now the y-ray direc-
tion, it is possible to generate new spin operators Sx, Sy, and Sz defined in the
new system. The magnetic interaction can be related to it by using direction
cosines:

£Zeeman = -g[lNH(lSx + mSy + nSz)

I = sin ecos 4>, m = sin esin 4>, n = cos e 3.51

Similarly the quadrupole interaction coordinate system can be related to the
new one by an Eulerian angle transformation which will enable lz, lx, iyto be
expressed in terms of Sz, Sx, Sy. In total, the angles eand 4> and the Eulerian
angles (x, {J, and yare required to define the geometry uniquely.

A simulated Mossbauer spectrum can be calculated by digital computer
for assumed values of H, e2qQ, 'Yj, e, 4>, (x, (J, and y. The eigenstates are no
longer pure lIz) functions, but are linear combinations. As we shall see in the
next section this affects the intensities of the lines. Although the calculations
are difficult, a combined magnetic-quadrupole interaction does potentially
provide a large amount of data regarding the symmetry of the atomic en-
vironment.

One aspect of combined interactions which has proved useful is the
application of an external magnetic field to non-oriented polycrystalline
absorbers with i -+ t y-transitions. In the zero-field case the quadrupole
doublet is symmetrical and the sign of e2qQ is not determined. Collins [31]
used a first-order perturbation treatment to show that an applied field would
cause the transition from the ±i state of 57Fe to split into a doublet, and the
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transition from the ±-t component of the excited state to split into an appar-
ent triplet (unresolved quartet). The sign of e2qQ could then be determined.
The calculations have since been verified by computer methods [26], and the
technique has been experimentally used with success. The method will fail if
the asymmetry parameter is substantially different from zero. The doublet/
triplet observation is then not applicable. Similar experiments using 119Sn
are described in Chapter 14.

3.7 Relative Intensities of Absorption Lines
The interpretation of a complex Mossbauer spectrum will obviously be
simplified if the relative intensities of the various components are known.
Once the energy levels of the Zeeman/quadrupole Hamiltonian have been
calculated, and the spin quantum numbers for each state assigned (or appro-
priate linear combinations if the states are mixed), it is possible to calculate
the intensities from the theory of the coupling of two angular momentum
states [32, 33].

The final results contain two terms which are respectively angular depen-
dent and angular independent. We shall discuss the latter first, as it corres-
ponds to the situation where there is no preferred orientation in the laboratory
frame for the appropriate principal axis, i.e. the absorber is a non-oriented
polycrystalline material.

If the y-ray transition is between two levels of nuclear spin 11 and 12 , and
furthermore between the two substates with Iz values of m1 and m2 respec-
tively, then the angular-independent probability term is given by the square
of the appropriate Clebsch-Gordan coefficients [32].

Intensity oc <I1J -m1m II2m2>2

J is the vector sum J = 11 + 12, and m is the vector sum m = m1 - m2'
J is also known as the multipolarity of the transition, and the smaller values
of J give the larger intensities. J = 1 is a dipole transition and J = 2 is a
quadrupole transition, etc. If there is no change in parity during the decay it
is classified as magnetic dipole (Ml) or electric quadrupole (E2). Electric
dipole (El) transitions with a change in parity also come within our scope.
In some cases the y decay is a mixed dipole-quadrupole radiation, so that
both must be included in the calculations.

Most Mossbauer isotopes decay primarily by a dipole transition. This
puts an effective bar on the number of values which m can adopt. All values
of m other than 0, ± 1 cause the coefficient to be zero. For quadrupole transi-
tions, m can be 0, ±l, ±2. The majority of the Mossbauer isotopes have
ground/excited state spins which are one of the following: 0,2; -t,-!; -!,i;
i,t; or i,t. The first of these °~ 2, which is always an E2 decay, is trivial
in that all five possible transitions have an equal intensity. The values of the
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Clebsch-Gordan coefficients and other useful data for the 1 -+! dipole
transitions are given in Table 3.2. Similar tables for the 1 -+! quadrupole
transitions and for higher spin states are given in Appendix 2. It is im-
material whether II is the ground or excited state.

We shall now consider the 1, ! isotopes in more detail. In a magnetically
split spectrum there are eight possible transitions between levels, and initially
we shall assume these levels to be the pure states described by the ml and m2
quantum numbers. The coefficients are given in Table 3.2 for a dipole transi-
tion (I = 1). The +! -+ -1 and -! -+ +-1 transitions have zero probability

Table 3.2 Relative probabilities for a dipole t, j- transition

Magnetic spectra (Ml)
m2 -ml m C C 2 0 0=900 o= 0°

(1) (2) (2) (3) (3)

, J +!- +1 1 3 1 + cos2 0 3 612
+t +t 0 V1 2 2 sin2 0 4 0
-t -H -1 vt 1 1 + cos2 0 1 2

J +!- -2 0 0 0 0 0-,
, J -t +2 0 0 0 0 0.,
+t --} +1 vt 1 1 + cos2 0 1 2
-t -t 0 V1 2 2 sin2 0 4 0
_;t -t -1 1 3 1 + cos2 0 3 62

Quadrupole spectra (Ml)
Transitions C2 0 0=900 0=00

(2) (2) (3) (3)

H-,±t 2 + 3 sin2 0 5 2
±f,H- 3(1 + cos2 0) 3 6

(1) The Clebsch-Gordan coefficients <tl -mlm I fm2> calculated using the
formulae in ref. 32 for <Hm2ml 11m> and converted using the relationship
<tl -mlm l-fm2> = (-)Hm1 v(1'>( Hm2ml 11m>

(2) C 2 and 0 are the angular independent and dependent terms arbitrarily nor-
malised.

(3) Relative intensities observed at 900 and 0 0 to the principal axis. Normalisation
arbitrary.

as m = +2 and -2 respectively. There are thus six finite coefficients. The
squares of these normalised to give integral values are also given in Table 3.2
and are seen to be 3 : 2: I : 1 : 2 : 3. These are the theoretical intensity ratios
for a 57Fe (14·4-keV) Zeeman spectrum, for example, and have already been
illustrated in Fig. 3.4. Appendix 2 contains data for other spin states.

The angular terms are formulated as the radiation probability in a direction
oto the principal axis (z axis) ofthe magnetic field or the electric field gradient
tensor. The appropriate functions 0 (I, m) are listed in Table 3.3. The
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Table 3.3 Direction-dependent probability term 0 (I, m)

m=O

m= ±1
m= ±2

1=1

t sin2 0

-w + cos2 0)

1=2

i sin2 20

~(COS2 0 + cos2 20)

(
• 2 Sin2 20)-.t sm 0+-4-

3.52

probability in a given direction is then <I1J -1111111 I11 111 1 )1 0 (J, 111). For a
polycrystalline absorber we can integrate 0 (J, 111) over all orientations to
give the average 0 (J, 111). For example the average of sin1 e is given by

~---- I J2"J"sin 2 e= -- (sin2 e) sin ede drjJ = 1
4:n; 0 0

The total emitted radiation given by

L<I1 J -1111111 I121111)2 0 (i,~)
mIni,

is independent of e, i.e. the y-ray emission is isotropic, and may be normalised
to a total probability of unity.

The above discussion is important in Mossbauer experimentation. A
randomly packed polycrystalline sample gives a spectrum which is not
affected by orientation of the whole sample. However, a single-crystal
absorber does have angular properties, and the intensity of the hyperfine
lines will vary according to orientation. The relative intensities for the y-ray
direction parallel (e = 0°) and perpendicular (e = 90°) to the principal axis
are given in the Tables. Thus an oriented absorber with a 1- -+ -!- decay will
have zero intensity in the 111 = 0 lines at e= 0°. The effects of rotation
on a magnetic splitting are illustrated in Fig. 3.6. From this, and the ex-
pressions for C 20 in Table 3.2, it is clear that the ratios of the intensities of
the six transitions in a single-crystal absorber are 3: x: I : 1 : x : 3 where
x = 4 sin2 e/(l + cos2 e). Thus the relative intensities of the I ±1-) -+ I ±!)
transitions to those of the I =f-!-) -+ I ±t) transitions is always 3: 1 whereas
the relative intensity of the I ±t> -+ I ±-!-) transitions for which ~111 = 0
are a function of eand fall in the range 0-4.

The quadrupole spectra will have several degenerate transitions, and the
appropriate summations are listed in Table 3.2 and Appendix 2. A dipole
1- -+ t transition shows I : I intensity for a polycrystalline sample, and 5 : 3
and 1 : 3 intensity ratios for a single crystal with the y-ray axis perpendicular
to and parallel to the principal axis of a symmetric electric field gradient
tensor.

We can now see that an angular dependence study of the quadrupole-split
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spectrum of a single crystal absorber will define which of the two lines is the
I ±t) ~ I±!) transition and thence give the sign of the principal component
of the electric field gradient tensor, a parameter which cannot be determined
from the spectrum of a polycrystalline sample in the absence of indigenous

lL-uJ Random U
~ 6=90° LJ

6=45° LJ

"'t +~ +~ -~

m2+~+~+~

+~ -~ -~
1 1 i-2 -;; -:r

Fig. 3.6 The effect of orientation upon the intensities of magnetic and quadrupole
spectra for a t ~ 1- transition.

or applied magnetic interactions. Magnetic metals and alloys can be polarised
by an external field and behave in a similar manner to single crystals since
the magnetic direction is uniquely defined.

Thus far we have only discussed transitions between 'pure' states. In the
event that the energy levels are formed from a linear combination of the basis
set, it is not possible to use our earlier arguments, and a more fundamental
approach is required. We shall assume that the linear combination of the
211 + I terms in one state have the coefficients al> and that the 212 + I
terms in the other state have the coefficients b2 • The intensity cannot be
calculated directly because of interference between the various components.
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It is therefore necessary to sum the amplitudes, taking into account the
possible presence of a quadrupole/dipole mixing ratio of SZ and a phase
factor between these of ei

;. Discussions of various aspects of the theory are
available [34-38]. The amplitude 11 is proportional to

LL{al*bzh/(3)i<I1l -1111111 IIz111z)(D~I,m + D~J,IIl)
In! I1t2 ...

- y(5) I S Ie i;<h2 -1111111 I Iz111z)(iDt 1,111 - iD=-J,I1I)]} 3.53

The D'iJ,m expressions are the rotation matrices for right-handed (+ 1) and
left-handed (-1) polarisation.

The intensity now becomes proportional to 11*11 which is an extremely
complicated expression, and best evaluated if necessary by a computer tech-
nique. One important effect of 'mixing' states is to introduce a weak prob-
ability for the 111 = ±2 lines of a dipole y-transition which are normally
'forbidden'. For a 'pure' transition where 1111 and 111z are good quantum
numbers

11*11 oc HOll -1111111 I Iz111z)Z[(dtl,nY +. (d~I,m)Z]

+ ~SZ<I12 -1111111 I Iz111z)Z[(dtJ,m)2 + (d:' J,IIl)Z]
- cos gy(l5) I S 1<111 -1111111 I [z111z><II 2 -1111111 I l z111z)
X [(d~J,I1I)(dtJ,m) - (d~J,m)(d=-J,I1I)]} 3.54

The expressions [(d~J,I1I)Z + (d~J,I1Y] etc. prove to be the 0 (I, 111) terms
introduced earlier, so that with SZ = 0 and appropriate normalisation we
return to the simple case. The analytical forms for d~J,11I are given in Table
3.4. It will be noticed, however, that where there is dipole-quadrupole

Table 3.4 The d: 1 ,m polarisation coefficients

J=1 J=2
-

+1 -1 +1 -1

111 = +-2 - - -(2 sin fJ + sin 2fJ)/4 -(2 sin fJ - sin 2fJ)/4

m= +1 cos1 (~ sin1 (~) (cos fJ + cos 2fJ)/2 (cos 0 - cos 2fJ)/2

m=O (sin fJ)/v2 -(sin 0)/v2 (i)!sin2fJ -(i)t sin 2fJ

III = -1 sin1 G) cos2 (~) (cos fJ - cos 2fJ)/2 (cos fJ + cos 20)/2

m= -2 - - (2 sin fJ - sin 20)/4 (2 sin fJ + sin 2fJ)/4

mixing there is an interference term with a phase angle cos g which must be
taken into account. Such a treatment has only proved necessary for a few
isotopes such as 99Ru (90 keY) and 193Ir (73 keY) where SZ is significantly
large, and polarised magnetic spectra show the effects of the interference
term [39, 40].
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All that remains now is to relate the relative line intensities to the total
absorption intensity. The equations for the resonant cross-section of a single
peak in Section 1 are still basically valid except that the term for each hyper-
tine line must additionally contain the appropriate

<IlJ -mlm I Izmz)Z 0 (J, m)

coefficient. The total cross-section is then the same, but that for each com-
ponent is less than that for an unsplit resonance. Complicated hyperfine

(0)

Velocity--

Fig. 3.7 Curves illustrating the changes in the relative intensity of two hyperfine
lines caused by saturation effects: (a) with change in recoilless fraction, (b) with
change in absorber thickness.

spectra will therefore require longer counting times to obtain good counting
statistics and resolution.

It is also important to note that components with differing relative prob-
abilities will.show a difference in saturation behaviour. This will cause an
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apparent accentuation of the nominally weaker component with increasing
cross-section, i.e. with increasing absorber thickness and with decreasing
temperature because of the increase in recoilless fraction. The true relative
line intensities can only be obtained by extrapolation to zero cross-section.
This phenomenon has been discussed in detail [41], and is illustrated by the
calculated saturation effects on an asymmetric quadrupole doublet in Fig. 3.7.
Thus the apparent intensity of the stronger component relative to the weaker
one diminishes from 2·0 to 1·3 as fa increases from 0'1 to 1·0 and from 2·0 to
1·2 as the absorber thickness increases from 2 to 20.

3.8 Relaxation Phenomena

The effects of electronic relaxation on the magnetic hyperfine interaction
have already been briefly alluded to and will now be discussed in more detail.
It was seen in Section 3.5 that the hyperfine field is usually generated by the
polarising effects of unpaired electron spins. The direction of the field will be
related to that of the resultant electronic spin of the atom. This spin direction
is not invariant but can alter or 'flip' after a period of time by one of several
mechanisms; this is the relaxation phenomenon.

Influence of the nuclear spin Ion the time dependence of the atomic spin
direction can be neglected. The precession frequency of the atomic spin S is
such that the nuclear spin reacts only to the quantum value Sz. If the value of
Sz is maintained for an average period of time TS which is long compared
with the nuclear Lamor precession time l/WL (i.e. WLTs > 1) and the latter is
long compared with the lifetime of the Mossbauer event (i.e. wLf, > 1) then
we expect to observe a hyperfine splitting.

The two main processes which cause spin-flipping of paramagnetic ions are
electronic spin-spin interactions with neighbouring ions and electronic spin-
lattice interactions. Spin-spin processes involve energy transfer between
interacting spins via dipole and exchange spin relaxation. The spin-spin
relaxation time T 1 is usually extremely small for a magnetically 'concen-
trated' solid, but it increases rapidly as the distance b~tween paramagnetic
ions increases, i.e. with magnetic 'dilution'. Spin-lattice relaxation involves
the transfer of Zeeman energy of the spin system to phonon modes of the
lattice via the spin-orbit coupling. The spin-lattice time T2 is increased by
lowering the temperature, whereas spin-spin relaxation is temperature in-
dependent. In the case of a paramagnetic impurity in a metal, spin inter-
actions with the conduction electrons are important. A third type of spin
relaxation known as cross-relaxation involves mutual spin-flips so that
energy is effectively conserved.

If we have a paramagnetic solid containing ions with S = -t, then there are
two orientations of Sz, namely +1 and --to These form a degenerate Kramers'
doublet. Both configurations generate a field H at the nucleus but with
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RELAXATION PHENOMENA I 73

opposing sign. There is no preferred direction for Sz in contrast to the ordered
systems. If the spin relaxation is very slow, we expect to see a magnetic
splitting corresponding to the field H. Other spin-states behave similarly.
Such fields have been reported for Fe 3 +3d 5 ions (6S state), and for several of
the rare-earth transitions [42], and many examples will be found in later
chapters. In the case of Fe3+ , the Sz = ±f, ±t, ±! Kramers' doublets
generated by the influence of the crystal field on the free-ion ground term all
lie very close together. In consequence, all are populated at temperatures
above 1 K, and can in principle generate three hyperfine spectra. However,
the spin-lattice relaxation times are not identical for the three doublets. The
=f states are the longest-lived, while the ±! and ±t states are usually
relaxed in a Mossbauer experiment.

For cooperative phenomena such as ferromagnetism or antiferromag-
netism, interactions between spins are so strong as to create a preferred
direction for Sz. It has been shown by van der Woude and Dekker [43] that
the observed magnetic hyperfine spectra are best interpreted using a spin-
wave treatment. The angular frequency of the spin waves W s is far greater
than WL so that the nucleus sees a time-average of Sz which behaves as a
function of the magnetisation. Even if S > ! only a single hyperfine spectrum
without line broadening is seen when all the sites are chemically equivalent.
If the spin relaxation frequency is of the order of the Lamor frequency
(0-'LTs ~ 1), i.e. the spin-wave time-average is itself time dependent, the static
\iewpoint is invalid, and an inward collapse (motional narrowing) of the
hyperfine spectrum is seen. If WLTs ~ 1 no hyperfine splitting will be recorded.

The collapse of a six-line hyperfine spectrum with decreasing relaxation
time is illustrated by the calculated spectra in Fig. 3.8 [44] for a 5 7Fe nucleus
in a fluctuating magnetic field and a fixed electric field gradient for different
\alues of the electronic relaxation time. If the fluctuation rate is very slow
compared to the precession frequency of the nucleus in the field H, the full
six-line hyperfine pattern is observed. If the fluctuation rate is extremely
rapid the nucleus will see only the time-averaged field which is zero and a
symmetric quadrupolar pattern will be seen. At intermediate frequencies the
spectra reflect the fact that the I ±~> -+ I ±-t> transitions which make up
the low-velocity component of the quadrupole doublet relax at higher fre-
quencies than do the I ±!>~ I ±-t> and I ±!> -+ I =f!> transitions which
make up the high-velocity component because of their differing Zeeman
precession frequencies. Thus at an electronic relaxation time of 3 X 10- 9 s the
high-velocity component has already collapsed to a sharp line whilst the low-
\'elocity component is still broad and only begins to resolve as the electronic
rela.'l(ation time approaches 10- 10 s. Conversely, it is to be noted that in the
presence of magnetic interactions the I ±~> component of a quadrupole
doublet broadens considerably before the other, and this is a potential cause
of apparent asymmetry in quadrupole spectra.
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It will be obvious that there are close similarities between the ordered
magnetic and disordered paramagnetic hyperfine spectra. The hyperfine
fields originate in similar ways, and the angular properties of the transitions
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Fig. 3.8 Line shapes for an 5
7Fe nucleus in a fluctuating magnetic field and a fixed

electric field gradient, for different values of the electronic relaxation time TR.
[Ref. 44, Fig. 2]

are identical. The main difference is caused by the spin-wave time-averaging
effect in the ordered case.

The detailed mathematical theories of the intermediate spectra (COLTs ~ 1)
are complex and will not be discussed here. Much of the work has been
excellently reviewed by Wickman and Wertheim [42] and Wickman [45], and
other useful texts are by Blume [44], Boyle and Gabriel [46], Nowik [47], van
Zorge et 01. [48], Wegener [49], Bradford and Marshall [50], and Wickman [51].

3.9 Anisotropy of the Recoilless Fraction

Although, as was seen in Section 3.7, a quadrupole split spectrum for a
t -+ 1- transition in a powdered absorber with random orientation should be
[Refs. on p. 781
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two lines of equal intensity, several early measurements showed unexpected
asymmetry. A possible explanation for this was put forward by Goldanskii
et al. in 1962 [52] and developed mathematically by Karyagin [53]. Since that
time the effect has been variously described as the 'Goldanskii effect' or the
'Karyagin effect'.

The relative intensity It/It of the lines involving the I ±~> and I±!)
levels of the excited state (also frequently written as I,,/Ia) depends on the
angle 0 between the y-ray direction and the principal axis of the electric
field gradient: from Table 3.2 this can be written as

I + cos2 0

t + sin2 0
3.55

3.56

3.5

For polycrystalline samples

f"(I + cos2 0) sin 0 dO
o = 1f:(t + sin2 0) sin 0 dO

However, if the recoilless radiation is anisotropic and the recoil-free fraction
f is itself a function of 0, then

f"(I + cos2 0)/(0) sin 8 dO
o = F[f(O)] :F 1f:(t + sin2 0)1(0) sin 0 dO

In other words an anisotropic recoilless fraction should produce an asym-
metry in the ~ -+ t quadrupole doublet which is not angular dependent.

Experimental observation of this phenomenon was claimed in Ph3SnCI
by Goldanskii et al. [54], but was contested by Shpinel et al. [55]. Temperature
dependence of the asymmetry has been reported by StOckIer and Sano [56]
in polymeric organotin compounds. The precise form of the anisotropy ofI
cannot be studied from the polycrystalline data alone. Goldanskii et al. [57]
measured the asymmetry angular dependence in the spectrum of a single
crystal of the mineral siderite, FeC03 , and claimed to have proved the poly-
crystalline asymmetry to be due to vibrational anisotropy. This work has
been strongly contested by Housley et al. [58] on the grounds that the nuclear
absorption cross-sections are polarisation dependent, a factor omitted in the
earlier work. If the recoilless fraction is anisotropic, the transmitted radiation
.111 be partially polarised. Publishing new data, they showed no evidence for
an appreciable anisotropy in FeC03 • Furthermore, they forecast difficulty
in verifying the effect without extremely precise determination of the area
ratios. This has since been confirmed in FeC03 by Goldanskii [59].
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More recently a detailed study of Me2SnF2 by Herber and Chandra has
shown substantial anisotropy in the recoilless fraction [60]. The ellipsoids
of vibration of the tin atom have been measured by X-ray diffraction methods,
and the ratio F[f(O)] defined in equation 3.57 was calculated by a lattice
dynamical treatment to be 0·72. The corresponding experimental value of
0·78 ± 0·06 is in good agreement, and the data probably constitute the best
authenticated test of the Goldanskii-Karyagin effect at the present time.

Anisotropy effects have also been calculated to be detectable as an altera-
tion of the intensity ratios in magnetic hyperfine spectra [61]. For quadrupole
spectra with higher spin states it is sometimes possible to observe intensity
discrepancies between the m = 0, m = ±1, and the ±! --+ ±! groups of
transitions, each of which has different angular properties. Examples are to
be found in 12 [62] and IBr, ICI [63] where vibrational anisotropy is assumed.

One word of caution must be given. The main features of asymmetry due
to vibrational anisotropy in polycrystalline materials are identical to the
effects of partial orientation ofcrystallites [41]. Many papers claim anisotropy
effects in polycrystals without giving details of absorber preparation, or
stating whether the possibility of orientation has been eliminated by checking
for angular dependence of the spectra. Certain types of microcrystallite are
particularly prone to partial orientation on compacting, even after grinding
vigorously, and much of the data might not stand re-inspection. The safest
method of preparing unoriented absorbers appears to be by grinding with a
large bulk of an abrasive powder such as Al20 3 or quartz glass.

3.10 The Pseudoquadrupole Interaction
A hyperfine effect has been described which can generate a temperature-
dependent shift of the centroid of the resonance lines only in rare circum-
stances. This is the pseudoquadrupole hyperfine interaction [64].

We have already seen that the magnetic-dipole and electric-quadrupole
interactions do not normally cause any shift in the weighted mean position
of the spectrum. This is because there is no first-order magnetic hyperfine
interaction acting on a non-degenerate electronic state. However, if there is
an excited electronic state IE) which is only of the order of 1 cm- 1 above
the electronic ground state IG) there will be a second-order hyperfine inter-
action known as the 'pseudoquadrupole' interaction which causes mutual
repulsion of IE) and IG). The magnitude of this effect will be different for
the ground- and excited-state nuclear spins, E. and E. respectively. Assuming
that IE) and IG) are so similar as to generate the same magnitude of
quadrupole effect, the nuclear energy levels will be as shown in Fig. 3.9. The
theory has been detailed [64, 65]. The y-transition energies for the excited
electronic state are different from those for the ground state. At ambient
temperatures the ground and excited electronic states are equally populated,
[Refs. on p. 781
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but at very low temperatures ( < 4 K) the proportion of decays in the excited
states is decreased.

TmCl3 ·6H20 and Tm2(S04k 8H20 both give t ~ 1- decays and have
electronic levels separated by ~l K. Decreasing the temperature from 4·2 K
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Fig. 3.9 Schematic representation of the pseudoquadrupole effect on two electronic
levels IE> and IG> (not drawn to scale). Transitions 1 and 2 are weak at very low
temperatures because of depopulation of the IE> levels

to 1·1 K gives a small apparent movement of the centroid of the quadrupole
doublet because of the depopulation effect on the excited electronic state and
the pseudoquadrupole interaction. The latter is less than the Heisenberg
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width so that only two resonance lines are seen. Transitions from an IE) to
a IG) state or vice versa during the y-event are too weak to detect.

Although not widely applicable, the observation of the pseudoquadrupole
effect can be used to measure separations between electronic states of less
than 1 em-I.
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4 I Applications of the Mossbauer Effect

Although a number of possible applications of the Mossbauer effect have
been suggested in the previous chapters, it is worthwhile to consider its use in
general terms before developing the theme of more specific chemical applica-
tion. Generally speaking, three broad areas can be defined in addition to that
of the basic phenomenon of resonant absorption itself; namely relativity and
general physics, nuclear physics, and solid-state physics and chemistry.

4.1 Relativity and General Physics
The advent of a radiation defined to 1 part in 1012 to 1014 prompted many
physicists to find means of using it to verify some of the predictions of rela-
tivistic mechanics experimentally. In fact, many of the early Mossbauer
experiments were directed towards such ends. After an early flood of papers,
it was realised that many of the experiments could not provide an un-
ambiguous proof of the validity of the physical laws with which they were
predicted and interpreted, and consequently interest waned again. However,
many of the experiments are extremely interesting in their own right, and
some of them will noW be outlined.

(a) Gravitational Red Shift
Let us consider a Mossbauer experiment in which the source is mounted a
distance d above the absorber so that the photon travels through a gravita-
tional field which would introduce an acceleration in the atom of g if it were
free to fall. The photon interacts with the gravitational field as though it had
a mass of Erle2 and we find a change in the y-ray energy, i.e. a gravitational
red shift of oEIEy = gdle2 and thus a shift in the position of the Mossbauer
resonance line. The effect was first predicted by Einstein in 1907, but in view
of the very small magnitude of the effect (1,1 parts in 10-16 m_1) it is difficult
to demonstrate inside the laboratory frame.

The first published attempt to measure the shift was not conclusive [1], but
in 1960 Pound and Rebka [2], using the 5 7Fe (l4'4-keV) resonance in iron
foils at a height separation of 22·5 m, showed that the experimental shift was
[Refs. on p. 861
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0·94 ± 0·10 of that predicted. Later experiments have given values of
0·859 ± 0·085 [3] and probably the most accurate value, 0·9970 ± 0·0076
[4, 5]. In this work scrupulous attention must be paid to the elimination of
small temperature differentials between source and absorber because of the
possibility of spurious results due to the second-order Doppler shift (see
p. 50). Although Mossbauer lines with a definition better than that of 57Fe
are known, the technical difficulties involved have prevented their use in
gravitational red shift experiments.

(b) Accelerational Shift
Similar experiments have been devised to show a red shift in a non-gravita-
tional accelerated system. If a source is mounted at the centre of a high-speed
rotor, a shift due to the angular acceleration along the photon path will be
detected at an absorber mounted on the periphery. The shift becomes larger
as the angular velocity increases in agreement with relativity predictions [6, 7].
Mounting the source and absorber at opposite ends of a diameter of the rotor
gives a null result as expected [8].

(c) The 'Clock-paradox'
One of the more intriguing consequences of relativity theory is the so-called
·clock-paradox'. A space traveller goes on an accelerational journey of some
magnitude, and carries with him one of two identical clocks, the other being
left at his point of departure. Upon his return, he is expected to find that his
own clock appears to have been running slowly when compared with the
other. In other words, he could become younger than a twin brother who did
not travel with him. Sherwin has claimed [9] that the rotor experiment [6]
provides experimental proof of this concept.

(d) Aether Drift
In '1960 Ruderfer [10] proposed a uni-directional photon experiment to verify
the existence or otherwise of an aether drift. Mounting the Mossbauer source
at the centre of a revolving turntable with the absorber and detector fixed on
its circumference would cause a line-shift of a diurnal nature as the orienta-
tion of the laboratory frame in the aether alters with the earth's revolution.
Champeney et al. [11] observed count-rates through absorbers at opposite
ends of a rotor diameter with time of day, and found no evidence of a steady
drift past the earth resolved parallel to the equatorial plane down to an upper
limit of 1·9 m S-1.

(e) Anisotropy oflnertia
It has been postulated that the inertial mass of a body may alter depending
on whether it is accelerating towards the centre of the galaxy or in a direction
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perpendicular to this. The result is a possible splitting or broadening of the
Zeeman component of a Mossbauer spectrum [12]. Experiments [13] have
shown that such an anisotropy is less than 5 X 10-16•

(f) Time-reversal Invariance
The suggestion that the electromagnetic interaction involving Ml and E2
multipoles might not be invariant under time-reversal has led to experiments
with 99Ru [14, 15] and 193Ir [16] to verify this. In both cases time-reversal
invariance was found to hold to within the experimental error.

(g) Refractive-index Measurements
The y-ray beam between a Mossbauer source and absorber can be fre-
quency-modulated by passage through a y-transparent medium with an
optical path length which varies with time. In this way the refractive index
of the medium for the y-radiation can be calculated [17].

(h) Scattering and Interference
A considerable volume of work has been published on the scattering and
interference of the Mossbauer radiation. Some reference to this has already
been made in Chapter 2, but as the experiments are not particularly relevant
to the theme of this book, it is not intended to enlarge further on that dis-
cussion.

4.2 Nuclear Physics
Mossbauer hyperfine spectra are useful in the determination of nuclear
parameters, especially those of the excited states. Their significance stems
from the fact that the structure of the nucleus is still poorly understood.
Comparison of the parameters as measured with the values estimated from
theory is used to discover the validity or inadequacy of the nuclear model.
The rare-earth elements are popular for this type of work because of the
proliferation of Mossbauer resonances, making it feasible to study the effects
of successive proton or neutron addition over a range of nuclei. Although
theory and experiment are sometimes in accord, gross differences are not
unusual.

The following nuclear parameters may be estimated from a Mossbauer
hyperfine spectrum. Specific examples will not be given here, but many will
be found in Chapter 5 and thereafter. The subject has also been extensively
reviewed recently [18].

(a) Lifetime of the Excited State
The observed width of the resonance line when extrapolated to zero absorber
thickness can be used to determine the lifetime of the excited state (see
[Refs. on p. 861
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Chapter 1.2 and equation 1.22) as I'r(eV) = 9·124 X 1O- 16/t} (s). This only
provides a lower limit to the lifetime as the possibility of intrinsic broadening
from unresolved hyperfine effects cannot be eliminated. For this reason the
lifetime is more usually determined by other methods, but in a few cases the
first estimate has been derived from a Mossbauer experiment.

(b) Nuclear Spin
The excited-state nuclear spin quantum number can be determined from the
hyperfine spectrum, but this parameter is usually known before a Mossbauer
experiment is attempted with an isotope.

(c) Nuclear Quadrupole Moment
If both ground and excited states of the nucleus have a spin of 1> 1-, then
the ratio of the quadrupole moments Qe/Qg can be determined. Qg is usually
known from other experiments so that Qe is derived. If Qg is zero, Qe can be
calculated using an estimated value of the principal component of the electric
field gradient tensor, but in this case the inherent accuracy of the result is
usually low.

(d) g-Factors and Nuclear Magnetic Moments
Excited-state g-factors and nuclear magnetic moments are usually determin-
able with high accuracy because the ground-state values or alternatively the
internal magnetic fields are known from other measurements. The excited-
state moments have been determined for nearly all Mossbauer transitions by
this method. Both the quadrupole and the magnetic moments provide highly
significant tests of nuclear models.

(e) Nuclear-radius Changes
The fractional change in the nuclear radius bR/R can also be compared with
theory. For some of the heavier elements it is also common to describe a
deformation parameter b(3/(3 which is given by [4n/(5(32)] bR/R [19]. The
difficulties of estimating the electronic charge density at the nucleus result in
experimental (JR/R values being approximate only. Numerical values are
listed under individual Mossbauer nuclides in later chapters.

(0 Internal Conversion Coefficient
Careful comparative measurements of the intensity of resonance in the
absorption and scattering modes can be used to determine the effective cross-
section and hence from equation 1.18 the internal conversion coefficient.

<&> MljE2 Mixing Ratios
As seen in Chapter 3, the relative proportions of Ml and E2 radiation in a
;MIecay can be determined from the relative intensities of hyperfine com-
ponents.
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(h) Decay Mter-effects
An upper limit can be set to the duration time of several nuclear processes
and their consequences such as Auger cascades in the case of electron capture
reactions, or the thermal displacement of atoms from one site to another in
~-emitting or Coulombic-excitation processes. The subject has recently been
reviewed [20].

4.3 Solid-state Physics and Chemistry
The third area of application is also the most extensive and the most im-
portant, and by virtue of the diversity of the information obtainable is
particularly difficult to summarise concisely. This is partly because the type
of information obtainable is very dependent on the nature of the chemical
system under study. Some of the more striking applications will be found to
be effective only in specific examples and are not general. The insight and
ingenuity of the researcher are then paramount.

Generally speaking, the following parameters may be observable:

(I) chemical isomer shift (j

(2) quadrupole splitting ~
(3) internal magnetic field H
(4) shape of the resonance lines, or their width at half-height r
(5) intensity of the resonance lines (and hence the recoilless fraction!)

Additionally it may be advantageous to consider
(6) temperature dependence of (1)-(5)
(7) pressure dependence of (1)-(5)
(8) effect of an externally applied magnetic field on the spectrum
(9) the angular dependence of (5) in magnetically polarised alloys or single

crystals
(10) the spatial relationship between H and the electric field gradient tensor.

Mossbauer spectroscopy has the two important advantages that it is non-
destructive, and that it probes the solid state microscopically at the atomic
dimensions rather than in bulk, so that one observes the statistical sum ofthe
individual isotope environments rather than a bulk average. The following
synopses indicate the general properties which can be determined in suitable
cases.

(a) Molecular Compounds and Ionic Complexes
The formal oxidation state of the resonant atom can be determined, together
with the coordination number, and the site symmetry including the para-
meters describing the electric field gradient tensor and its relation to the
internal magnetic field if one is present. Temperature-dependence data give
ligand-field parameters such as energy level separations, tetragonal or tri-
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gonal distortions, degree of covalency and electron delocalisation, and
spin-orbit coupling. Ligand-field strengths and n-bonding characters of a
series of ligands in related complexes can be compared. Distortions due to
nearest-neighbour interactions or Jahn-Teller effects may be seen. Where
two chemically different positions of the resonant isotope occur in the com-
pound, they can be distinguished unambiguously if the compound is prepared
with selective isotopic enrichment at one of them.

The detailed electronic configuration of a transition-metal ion (e.g.
S = 1-, t, or 1- for a d 5 ion), orbital populations, and mixed ligand-field
crossover complexes can be studied in detail. Electronic spin relaxation is
known in paramagnetic ions. The pressure dependence may give additional
information on the bonding-type and anisotropy of the crystal.

The recoilless fraction and the second-order Doppler shift reflect the
vibrational properties of the crystal. Different atoms in the same molecule
may have dissimilar vibrational properties, but interpretation of recoilless
fractions can only be rudimentary.

(b) Oxides and Chalcogenides
The formal oxidation states of metal cations can be deduced, and fast 'elec-
tron hopping' processes detected. It is possible to study site-occupancy and
disorder in ferrite type oxides, as well as other forms of nonstoichiometry
and lattice defects. In magnetic ferrites the magnetisation of distinct sites
can be followed as opposed to the bulk magnetisation properties, and
the number and directions of the individual magnetic axes obtained. This
feature is particularly useful when the ordering is antiferromagnetic. Particle-
size and electronic-relaxation effects are known. Oxides of non-Mossbauer
elements can be studied indirectly by impurity doping with a suitable radio-
isotope. If the latter is a paramagnetic ion the magnetic ordering in the host
material can be traced by the interaction with the impurity.

(c) Metals and Alloys
The magnetic properties of an alloy can be studied as a function of the tem-
perature and concentration of the constituent metals. Order-disorder
phenomena can be measured directly and compared with the thermal history
and mechanical properties of the alloy. The statistical occupation of the first
coordination sphere round the resonant atoms in binary alloys can be derived
from magnetic spectra.

Core-polarisation and conduction-electron polarisation effects can be
studied as can exchange polarisation of diamagnetic atoms in magnetic hosts.
The lattice dynamics of the metal lattice are examined via the temperature
dependence of the .ffactor. Many metals approximate closely to the Debye
model, and a Debye temperature has some significance. Impurity doping can
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also be used to study the magnetisation and lattice dynamics of non-resonant
metals.

(d) Miscellaneous Topics
The chemical bonding of adsorbed surface states can be studied using radio-
active doping source experiments, or scattering experiments. Although non-
viscous solutions do not give a Mossbauer effect, frozen solutions usually do;
however, it is not easy to relate the data obtained to the solution phase. It is
possible to identify and analyse minerals containing the resonant isotope.
Phase changes and solid-state reactions can be observed, and kinetic experi-
ments are feasible if the rate of reaction is slow. Non-destructive testing of
materials such as ferrites is applicable to quality control techniques.

Examples of nearly all the above-mentioned applications are to be found
in the following chapters on the 14·4-keV decay of 57Fe. The massive volume
of data available for this resonance far exceeds the combined data for all
other isotopes.
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5 57Fe - Introduction

Seventy-five per cent of all papers on experimental Mossbauer spectroscopy
are concerned with the first excited-state decay of 57Fe; indeed, because of
this, 57Fe and Mossbauerspectroscopy are synonymous to many people. The
sheer volume of published work makes a completely exhaustive survey
impossible, but in the following chapters a series of critical reviews will be
given of specific areas defined by chemical classification. In this way a com-
prehensive view of the field can be obtained. The nuclear parameters of the
57Fe y-decay have also received more attention than usual. This chapter
summarises the currently available data on the 57Fe nuclear parameters, and
then applies the general theory of hyperfine interactions given in Chapter 3 to
the specific case of this isotope.

5.1 The y-Decay Scheme
It is fortunate, though quite fortuitous, that an element of great commercial
importance should have an isotope with an almost ideal combination of
physical properties for Mossbauer spectroscopy. The energy levels of the
excited states are shown in Fig. 5.1. The excited state at 136·32 keY is popu-
lated by electron capture with 99·84% efficiency from 57CO whose half-life
of 270 days is conveniently large; 11 % of the decays from the 136·32-keV
state result in a 136'32-keV y-ray, and 85% a 121·9-keV y-ray. The first
excited state of energy 14·412 keY [1] is thus efficiently populated by 57CO
decay. A Mossbauer resonance from the 136'32-keV level has also been
reported, but as this is of minor importance, it will be left until the last
section in this chapter. The 14·41-keV transition occurs, without change in
parity, between an excited state of nuclear spin quantum number f and a
ground state of spin t, and the transition is therefore primarily of MI type,
the amount of E2 admixture being only 0,0006%, which is negligible. The
lifetime of this level has been variously given in recent years as 98 ± 1 ns
[2], 98 ± 4 ns [3], 97·7 ± 0·2 ns [4], and 99·3 ± 0·5 ns [5]. Taking the last
value, one obtains a Heisenberg width rr of 0·192 mm S-1 for the Mossbauer
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resonance, which is large enough to prevent major problems in instru-
mentation.

The 14'41-keV y-transition is internally converted to a high degree during
the decay. Many early papers used a value for the internal conversion

57
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i- I! ri' 14-41 keY (99'3 ns)
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Fig. 5.1 The y-decay scheme of 57CO showing the 14-41-keV and 136'32-kcV
Mossbauer transitions.

coefficient, IX, of 15, but this was found to be obviously too large when used
for calculating absolute recoil-free fractions. Some of the recently available
values for IX are 9·0 ± 0·4 from magnetic field polarisation measurements on
an iron foil [6], 9·3 ± 0·5 from scattering measurements [7], 9·5 ± 0·5 from
K X-ray/y-ray intensity ratios [8], 9·0 ± 0·5 from y-y coincidence measure-
ments [2], and 8·9 ± 0·6 from Mossbauer absorption cross-sections [2]. The
most recent value of 8·17 ± 0·25 obtained from X-X and X-y coincidence
counting is considerably below this range but may prove to be the most
accurate yet obtained [9]. The important consequence of the large value of IX

is that only about 10% of the nuclear decays via the first excited level actually
emit a y-ray.

The relative abundance of 5
7Fe in natural iron is rather low (2'19%) but

the isotope has a large cross-section for capture of the 14'4l-keV y-ray
(theoretically 2·57 x 10-18 cm2), and isotopic enrichment is only needed
when the iron content of the sample is very low, as for example in proteins or
very dilute iron alloys. Enrichment with 90% s7Fe in the latter cases generally
gives an adequate cross-section. The free-atom recoil energy of 1·95 X 10- 3

eV is low and ensures a high proportion of recoilless events.
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5.2 Source Preparation and Calibration
The universal source for 57Fe 14·41-keV work is the 57CO isotope. This is
produced by the (d, n) reaction on 56Fe (91'52% abundant in natural iron).
The process is most effective when the deuteron energies are about 9·5 meV.
The cyclotron target is dissolved in mixed mineral acids, extracted with
isopropyl ether and then passed down an anion-exchange column to give
nearly carrier-free activity. Two different experimental situations can now
be envisaged. For examination of a series of compounds rich in iron it is
convenient to have a source with a single emission line of the minimum
possible linewidth so that any hyperfine effects observed are produced in the
absorbers only. Alternatively, when the content is very small, it is better to
introduce the 57CO into each compound or matrix to be studied, thereby
generating 57Fe impurity nuclei, which can be compared with an appropriate
single-line absorber. The former technique requires a narrow-line source
with a high recoilless fraction at room temperature, and much effort has been
expended in the search for such sources. Metallic matrices are the obvious
choice because of the ease of manufacturing homogeneous alloys with the
cobalt. Furthermore, such alloys avoid decay after-effects which sometimes
produce the resonant nucleus in an anomalous charge-state in insulating
materials. Additional advantages are the high .f-factors, and the involatility
and chemical stability of such sources in the normal laboratory atmosphere.
Early experiments used 57CO diffused into metallic iron, but magnetically
ordered metals give hyperfine magnetic splittings resulting in complex
spectra. Certain stainless steels give a single line, but these are broader than
the Heisenberg width because of self-resonant absorption. Chromium,
copper, platinum, and palladium have all been used with success, the last
mentioned possibly being the best, as the matrices are not self-resonant and
give a high recoilless fraction with no appreciable line broadening.

The most difficult part of the source preparation is the incorporation of
the 57CO activity; this is usually achieved by electrolytic deposition and
subsequent diffusion by annealing. Many papers give brief details, but the
precise conditions have often been jealously guarded at the time of their
development. However, most of the commonly used sources are now avail-
able commercially with guaranteed performance. Some useful accounts have
been published [10-13].

ft is not uncommon to use the energy of the source transition as the
arbitrary reference point when defining the chemical isomer shift (see equation
3.12). However, the chemical isomer shift observed is different for each type
of source matrix. This means that although the data from one particular
laboratory may be self-consistent, intercomparison of data from different
institutions may be difficult. Chemical isomer shifts for the more common
matrices are given in Table 5.1.
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Some attempt has been made to establish a reference standard for cali-
bration of chemical isomer shifts. The metallic iron spectrum is popular
because there are six hyperfine components giving a linearity check as well as
defining a zero. a-Fe203 has been used similarly. The spectrum of sodium

Table 5.1 Chemical isomer shifts of commonly used 57CO
sources with respect to iron metal at room temperature

Source

57Co/Au
57Co/Ag
57CO/Pt
57CO/CU
57Co/Ir
57Co/Pd
57Co/Fe
57CO/SS*
57Co/Cr
Na,[Fe(CN)sNO].2H,O

Shift/(mm S-I)

+0·620
+0'514
+0·347
+0'226
+0·215
+0·185

0·000
"""'-0'09

-0·152
-0,257

Abbreviation

Au
Ag
Pt
Cu
Ir
Pd
Fe
SS
Cr
NP

* SS = Stainless steel. The precise shifts depend upon the
type of steel, e.g. Vacromium -0,077; 310 SS -0,096. All
figures contain an uncertainty of about ±0'01 mm S-I.

nitroprusside, Na2[Fe(CN)sNO].2H20, was adopted by the National Bureau
of Standards, U.S.A., but, because it has only two peaks with a large separa-
tion, it provides no check on linearity and may cause comparatively large
errors in recorded shifts. It does, however, have the advantage that nearly all
57Fe chemical isomer shifts are then positive in sign. Because it seems
probable that metallic iron foil will eventually be adopted as the international
standard, all the s7Fe data in this volume are quoted with respect to it;
where this is different from the reference zero adopted in the publication
being discussed the original reference zero compound is also given. The
appropriate addition factors and the abbreviations used are in Table 5.1. A
detailed discussion of the iron-foil spectrum is given in Chapter 11. The most
accurate determination of the parameters for sodium nitroprusside gives [14]
the quadrupole splitting as 1·7048 ± O'()()25 mm S-1 and a chemical isomer
shift relative to the 57CO/CU source of -0,4844 ± O·()()10 mm S-I.

5.3 Chemical Isomer Shifts

The existence of a chemical isomer shift produced by the change in nuclear
radius and differing chemical environments was first demonstrated by Kistner
and Sunyar [IS] in 1960 for the case of a stainless steel source and an absorber
of IX-Fe203' Early work quickly showed that the chemical isomer shift
measured was related to the formal oxidation state of the iron. This is illus-
[Refs. on p. 1101



-1'0

CHEMICAL ISOMER SHIFTS 1 91

trated in Fig. 5.2 in which the range of shifts observed in practice is approxi-
mately indicated for each principal oxidation state or electronic configuration.
The first attempted theoretical correlation was by Walker, Wertheim, and
Jaccarino [16] in 1961; this will be referred to as the WWJ model. The WWJ
model applies to high-spin compounds of iron and was based on some

Fem 5=~ 0
D Fe(I) s=t

W~ Fe(II) 5 ...2

D Fe(II1 5=1

FetII) 5=0

Fe (III) s=~

Fe(III} S=i

Fe(IUI S=!
Fe[IVI 5=2

D Fe (IV) S=l

o Fe (VI) S-1

_l-__-J!'-__~_-~~ 01......", "~I."',
-0-5 0 +0-5 +1-0 +1'5

Chemical isomer shift 5/(mm S-I)
(relative to iron metal)

Fig. 5.2 Approximate representation of the ranges of chemical isomer shifts found
in iron complexes. The values are related to iron metal at room temperature, but
do allow for temperature variations in the absorber. The width of the individual
distributions may be attributed to covalency and as a general rule the more ionic
compounds have the higher shift. The most common configurations are cross-
hatched, while the diamagnetic covalent classification includes carbonyls and ferro-
cenes etc. In most series the shift decreases as spin pairing takes place. Some of the
ranges may in fact extend beyond the limits shown, and in particular it is difficult
to predict where the lower limit of the Fe(II) S = 2 group lies. Note that the
Fe(IV) S = 2 subgroup refers to oxides with collective-electron bonding and for
which the electron configuration is not simply defined. The Fe(IV) S = 1 com-
pounds have a distinct low-spin configuration.

restricted Hartree-Fock calculations by Watson of I 'lJ'3s(O) 12 and the two
inner s-shell values for various outer configurations 3dn [17, 18]. Unrestricted
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Hartree-Fock calculations give exactly the same total density at the nucleus.
The Is- and 2s-electron densities are not appreciably affected by the change
in the number of3d-electrons, but the variations in I '1/'3.(0) 12 can be attributed
directly to 3d-shielding.

Faced with the problem of estimating the contributions from the outer
4s-electrons, WWJ approximated these for 3d·- 14s1 configurations by using
the Fermi-Segre-Goudsmit formula. The overall value of 2: I '1/'.,(0) 12

n~1-3

was then taken as the sum of the Hartree-Fock values appropriate to 3d·- 1

plus the extra 4s-term. This approximation seems valid in view of the later
calculations by Watson [18] on 3d·- 24s2 configurations, in which no substan-
tial effect of the 4s-electrons on the inner shells was noted. On this basis, the
3d·- x4sx configuration lies on a straight line connecting 3d' and 3d·- 14s as
llustrated in Fig. 5.3. Values for the s-electron density are given in Table 5.2.
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Fig. 5.3 The Walker-Wertheim-Jaccarino interpretation of the '7Fe chemical
isomer shift. The values of the total s-electron density are probably realistic, but the
difficulty arises in relating these to actual chemical compounds. In particular the
assumption of a 3d 5 configuration for Fe2(S04h6H 20 is suspect. The constant
C = 11 ,873a0- 3. [Ref. 16, Fig. I]
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There is no reason to doubt the general validity of these assumptions for
free-atom configurations. The main problem is in applying these free-atom
values to a practical scale of Mossbauer chemical shifts in real compounds.

The WWJ model assumed that the 'typical' ferrous and ferric salts have
3d64so and 3d54so atomic configurations respectively, and a scale of chemical

Table 5.2 Electron densities at r = 0 for different configurations of an Fe atom
[17-18]

Electrons per cubic 3d8 3d' 3d6 3d5 3d64s2

Bohr radius Fe+ Fe2+ Fe3+ free atom

'I'~s(O) 5378·005 5377-973 5377-840 5377-625 5377-873
'I'~,(O) 493-953 493-873 493·796 493'793 493·968
'I'~s(O) 67·524 67·764 68·274 69-433 68·028
'l'is(O) 3·042

2~ 'l';s(O) 11,878'9 11,879'2 11,879'8 11,881'7 11,885'8
n

isomer shifts was derived accordingly. The compounds FeiS04h.6H2 0 and
FeF2 , KFeF3 , and FeS04.7H20 were those used, and the lower chemical
isomer shifts in FeS for example were attributed to some additional 4s
density. The derived difference in shift for 3d5 and 3d6 configurations was
then used with the s-electron density values to derive a value of -1,8 X 10- 3,

for lJRjR (or lJ<R2 )j<R2 ) = -3,6 X 10- 3), i.e. the nucleus expands after
emission of the y-ray and contracts on absorption of a y-ray by the ground
state. Addition of the 3d-electron decreases the total s-density at the nucleus
and increases the chemical isomer shift.

The WWJ treatment was formulated at a time when little chemical isomer
shift data had been measured for iron compounds, and it also tended to
neglect the effects of chemical bonding, a point which has been mentioned by
several authors. Danon (19] attempted to improve the WWJ treatment by
allowing for a change in configuration of the ferric ion on bonding. The high
charge of the nominal ferric ion is effectively reduced in complexes by dis-
placement of ligand charge towards the cation, bringing the 4s-shell into the
honding scheme. Danon adopted the configuration 3d54so'32 for the com-
plex ferric anion [FeIlIF6p-, a value which had been deduced ftom M.O.
calculations and is significantly different from the free-ion value of 3d54so.
This value can then be used with the 3d64so configuration still assumed for
ionic ferrous complexes to re-calibrate the chemical isomer shift scale as
shown in Fig. 5.4. One implication that follows is that lJRjR was overesti-
mated by WWJ, and is closer to -7 X 10-4. Typical configurations derived
from Danon's calibration are 3d54so'40 for [FeIJICI4]-, 3d44so'O B for
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SrFeIV03, and 3d>3 for K2FeVI04' These figures are chemically more
satisfactory than any interpretation using the WWJ model.

Neither model allows for covalent bonding to the ligands and consequently
low-spin complexes and covalent diamagnetic complexes with low formal
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Fig. 5.4 A reinterpretation of the WWJ figures by Danon aIlowing for substantial
4s density in ferric compounds. [Ref. 19, Fig. 6]

oxidation states lie outside the scope of the theory. Difficulties are also en-
countered in the quantitative interpretation of the chemical isomer shift in
metals and alloys. One of the more recent examples of this is in iron metal
itself [20]. A further consideration which was neglected is electron correlation
interactions in non-spherical symmetry which could produce shielding
effects.

A more recent approach by Simanek and Sroubek [21] has been to interpret
the pressure dependence of the chemical isomer shift for a single compound.
The first attempt involved the calculation of the overlap distortion effect on
11p.(0) 12 due to a decreasing Fe-O bond distance for an s7Fe divalent
impurity atom in CoO. Incorporation of 4s-bonding into the orbitals used
[Refs. on p. 110]
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showed that a large decrease in shift could originate from a small increase in
4s-electron occupancy. The net result is a value of bR/R of ~-4 x 10-4,
and the configurations of Fe2+ and Fe3+ in their most ionic compounds in
this system are 3d64so and 3d54so' 2 respectively. The difference in chemical
isomer shift of ferric iron at the two sites of garnets and spinel oxides can be
interpreted as the result of overlap effects on configurations of 3d54so. 2 for
the octahedral B site and 3d54so. 32 for the tetrahedral A site. The increase in
I 1j!.(O) 12 at the tetrahedral site arises mainly from the direct 4s-covalency
effect.

A later analysis by Simanek and Wong [22] of pressure data for KFeF3 is
more accurate because of the better wavefunctions available for the fluorine
ion and gives a value for tJR/R of - 5·2 x 10-4. A possible objection to the
method is that the orbital populations may change with pressure, a factor not
easily verified, but the results are at least more consistent with chemical
considerations.

The low-spin and diamagnetic complexes such as carbonyls show very
little correlation of chemical isomer shift with formal oxidation state. This is
because of the high degree of covalent overlap between the central metal
atom and the ligands. Many of the main problems which apply to these
compounds have been set out by Shulman and Sugano [23] in a detailed
molecular-orbital analysis of the complex iron cyanides. The cyanide ligand
represents one of the more complicated cases to consider, as not only does it
have filled n-orbitals of energy suitable for bonding, but it also has unfilled
n*-antibonding orbitals which can accept electrons from the central ion.

The various electronic terms in the structure can be classified as

a) ligand to metal a donation from filled ligand a-orbitals
b) metal to ligand a donation into unfilled ligand a*-orbitals
c) ligand to metal n donation from filled ligand n-orbitals
d) metal to ligand n donation into unfilled ligand n*-orbitals.

a), c), and d), are all likely to be significant in the cyanides. The important
metal orbitals concerned will be the 3d- and 4s-orbitals. Mechanisms a) and
c) will increase the effective number of 3d-electrons at the metal, thereby
increasing the screening of the 3s-electrons, decreasing the s-electron density
at the nucleus, and increasing the value of the chemical shift. This contribu-
tion is opposite in sign to the effect of any concurrent increase by a) in the
4s-population. Mechanisms b) and d) have the reverse effect, but since the
major term, d) can only involve the 3d-orbitals and not the 4s-, it will usually
result in a decrease in the chemical shift.

The calculations for the ferrocyanide and ferricyanide complex anions used
parameters from electron-spin resonance and optical absorption spectra [23].
The net result is that in [Fe"(CN)6]4- about one more electron charge resides
on the ligands than in [FelIl(CN)6P-, In other words, when the paramagnetic
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ferricyanide ion is reduced to the diamagnetic ferrocyanide ion one electron is
added to the iron t 2g system, but simultaneously the equivalent of almost
one electron charge is delocalised via dn-Pn back bonding from the central
atom on to the peripheral cyanide ligands, thus leaving the overall charge
density on the iron atom unaltered. This is fully consistent with the observed
small difference in chemical isomer shift of 0·08 mm S-l between ferro- and
ferri-cyanides (cf. the difference of ",,0,8 mm S-l between Fe2+ and Fe3+).
As Danon has pointed out [19], the high-spin and low-spin complexes are
essentially different in other ways. The series of chemical isomer shifts for the
high-spin compounds FeF3 > FeCl3 > FeBr3 decrease with increasing
tendency of the ligands to donate electrons to the metal ion, whereas the series
for low-spin complexes [Fe(CNh(NO)]2- < [Fe(CN)sCOP- < [Fe(CN)6]4-
reflect the increasing tendency of the ligand to accept electrons from back
donation by the metals.

Further correlations of s-density with environment have been made purely
on an ad hoc empirical basis for particular groups of compounds, and at pre-
sent it is rarely possible to discuss more than relative trends as opposed to
detailed quantitative values.

The second-order Doppler shift (see Chapter 3.2) is usually not negligible
in iron compounds, and because it is a function of the lattice dynamics of the
compound, which are rarely understood, it is difficult to eliminate prior to
making comparisons of s-electron densities. Consequently there is usually a
limit to the significance of small differences in chemical isomer shift in related
compounds and care should be taken not to over-analyse data in terms of very
small changes in electron density.

5.4 Quadrupole Splittings
As detailed in Chapter 3.4 the quadrupole hyperfine spectrum of a i -+ t
Mossbauer transition in a polycrystalline absorber will be a simple doublet
in which the separation of the lines is ~ = (e2qQ/2) x (I + 'YJ2 j3)t. Many
iron compounds have a finite electric field gradient, -eq, and in practice ~ is
found to have values in the range 0-4 mm S-l, the two lines being easily
resolved for values greater than 0·2 mm S-l. Since the electric field gradient
is generated predominantly by the electronic orbitals in the environment of
the resonant nucleus, and to a lesser extent by the distribution of lattice
charges, estimation of these effects is of fundamental importance in studying
the electronic configuration of iron complexes. In the absence of an internal
magnetic field, the asymmetry parameter 'YJ and the sign of e2qQ can only
be determined from spectra of single crystals or from powders in high applied
magnetic fields, so that for the majority of compounds, only I~ I has been
measured. As with chemical isomer shift data, difficulties arise in constructing
an absolute scale of values for the chemical term. This is because the value
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of the nuclear quadrupole moment Q cannot be determined independently
for iron.

Five basic approaches have been adopted for the estimation of Q and the
results are summarised in Table 5.3. The first method involves the observed
quadrupole spectrum of a high-spin ferric complex. The 3d5-ion is spherically
symmetric in the free state so that it has no intrinsic electric field gradient. One
can therefore evaluate eq in a crystal lattice as a summation of all the external
(lattice) charges of other ions. Although the concept is simple, small errors in
X-ray structural data can cause large errors in eq, and the ionic charge is not
concentrated exclusively at the lattice positions (as assumed in the point-
charge model). An even greater difficulty is in allowing for the antishielding
term (l - Y00) in equation 3.36, some of the problems of which have been
outlined by Freeman and Watson [24].

The second method of evaluating Q is from the calculated electric field
gradient of a high-spin ferrous complex in which the electronic ground state
is known so that the term qion in equation 3.36 can be evaluated from the
expressions in Table 3.1. Here again, the value of(1 - R)<r- 3>is also difficult
to evaluate as the degree of ligand-ferrous ion interaction will affect the
radial expansion and shielding of the electrons. For this reason one of the
most ionic ferrous complexes, FeSiF6 .6HzO, has normally been used.

A third method uses data for a neutral molecular complex. Under the
assumption that ferrocene and cobalticinium perchlorate have similar
chemical bonding, the pure nuclear quadrupole resonance data for the latter
together with the independent determination of Qg for 59CO from atom-beam
spectroscopy data have been used to estimate Q.CS7Fe). The method has the
advantage that the lattice sums are less than 1% of the total electric field
gradient.

The fourth method for evaluating Q measures the quadrupole splitting
induced at 4·2 K by an applied field of 50 kG acting on an oriented single
crystal of MgO doped with Fe2+. The magnetic field induces a quadrupole
hyperfine interaction in the following way: the 5D electronic term of Fe2+ is
split in the cubic field into an upper orbital doublet and a lower triplet, the
latter being further split linearly by the applied magnetic field; at low
temperature the three states are not equally populated, thus inducing an
electric field gradient which in turn produces the electrical quadrupole
hyperfine interaction. Using the accepted values of (l - R)<,-3> = 3·3 au
and an orbital reduction factor of k = 0·8, the observed quadrupole splitting
ofO'32 mm s-lleads to a value of Q = +0·21 ± 0·03 barn.

The fifth approach involves a direct comparison of Z7Al and 57Fe quadru-
pole coupling constants from nuclear magnetic resonance and Mossbauer
data respectively in CoAlz0 4 and ZnAlz0 4 doped with 5% 57Fe. Ferric iron
substitutes at aluminium sites and it is assumed that there is no additional
distortion induced upon replacement of one spherical ion by another. The
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Table 5.3 Estimates of the quadrupole moment, Q, of the 14'41-keV level
of 57Fe

Q/barn

-0'19
+0·1
+0·4
+0'12
+0'15
+0.15
+0'28
+0'29
+0·2
+0'277
+0·41
+0·28
+0'25
+0·20
+0·17
-1-0'18
+0·283
+0'17
+0·21
+0'21
+0'16 < Q < 0·29
+0'20

Method

a-Fe203 lattice sums
FeF2
YIG and a-Fe203 lattice sums
A in FeSiF6 .6H20
A in FeSiF6 .6H20, FeS04.7H10
A in FeSiF6 .6H20
Recalculation of Burns' data
A in FeSiF6 .6H20
lattice sums in ferric garnets
a-Fe203 lattice sums
a-Fe203 lattice sums
a-FeOOH lattice sums
lattice sum of 4CaO.AI20 3.Fe20.l
A and lattice sum in FeSiF6 .6H20
Fe2+ and Fe3+ haemoglobins
anisotropy of H in FeSiF6 .6H20
a-Fe203 lattice sums
ferrocene
applied H on Fe2+-doped MgO
A and covalency in FeSiF6 .6H20
a-Fe203 lattice sums
NMR and A in CoAb04 (57Fe)

Reference

1
:2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
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z7Al quadrupole moment is known to be 0'149 barn, and by assuming appro-
priate values for the Sternheimer antishielding factors a value of 0'20(1) barn
is derived directly. The accuracy of the method is determined by the accuracy
with which the coefficients can be estimated.

A large number ofestimates of Qare available, and these are listed in Table
5.3 in approximate chronological order. Assuming that the more recent
determinations are the less inaccurate, it appears that Q has a value of
between 0·18 and 0·28 barns.

Fortunately, the preceding difficulties of separating the nuclear and chemi-
cal contributions to eZqQ do not prevent considerable use being made of
quadrupole splitting data on a comparative basis. The type of behaviour
anticipated is strongly dependent on the oxidation state and electronic spin
multiplicity of the iron. Thus, the high-spin Fe3 + cation has a tz/e/(6S)
electronic ground state and is spherically symmetric. Low-spin FelIl behaves
similarly as a result of its tz/(lA) configuration in the ground state. Any
electric field gradient will arise solely from charges external to the central
atom either by direct contribution or by indirect polarisation. It is unlikely that
there will be any low-lying excited levels in either of these configurations, so
that thermal alterations ofelectron configuration are small, and it is predicted
(and observed) that the electric field gradient in both Fe3+ and Fell com-
pounds will be essentially independent of temperature.

The effects of anisotropic covalency on the quadrupole splitting of high-
spin ferric compounds has been considered theoretically for compounds of
D4h symmetry [25]. Using appropriate molecular orbitals and the spectro-
scopic g-tensor to give a physical significance to the results, it can be shown
that an anisotropy of the g-tensor of ~gll - ~g.L of the order of 0·0001 is
sufficient to cause a predicted Mossbauer splitting of 0·01 mm s-1. Aniso-
tropy of covalency in ferric complexes may therefore be highly significant.

The situation is somewhat more complex for high-spin Fe2+ and low-
spin FellI systems and considerable temperature dependence may be ob-
served. The tz/e/e D) free-ion configuration for Fe2+ signifies a single
3d-electron in addition to the spherical half-filled shell, whereas the tz/(ZT)
state of FellI corresponds to a single electron hole in an otherwise cubic
triplet level. In a ligand field of cubic symmetry, the 3d-orbitals in such com-
pounds retain sufficient degeneracy for there to be no electric field gradient.
For example, no electric field gradient would be expected in a complex with
perfect octahedral symmetry. However, in complexes oflower symmetry such
as trigonal or tetragonal further degeneracy is removed, thereby producing
a non-zero electric field gradient. Thermal population of the low-lying
excited states then causes a variation in the electron configuration with tem-
perature, and since as seen in Table 3.1 the different 3d-orbitals have differing
electric field gradients, there is a strong temperature dependence of ~. As the
level separations need only be very small to observe this effect, it is possible
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to detect and measure distortions which are too small to detect by optical
spectroscopy.

The Fe2+ case in octahedral symmetry has been discussed by Ingalls [26],
octahedral Felli by Golding [27, 28], and tetrahedral Fe2+ by Gibb and
Greenwood [29]. All three have been re-examined more specifically for the
determination of ligand-field parameters [30].

The basic theoretical treatment devolves largely on the crystal-field
approach, although as will be seen shortly this can also approximate to a
molecular-orbital method. The effect of the environment on the energies of
the 3d-shell can be treated as a perturbation Hamiltonian:

:It' = Vo + VT + VR + At.S
where Vo is the cubic field term, VT is the tetragonal distortion, VR is the
rhombic distortion, and At. S is the spin-orbital coupling. The last term
must be included as it has a large effect on the value of ILi Iat low tempera-
tures. When the spin degeneracy is included in the calculations, the ferrous
case with five d-orbitals and a spin of S = 2 assumes a dimension of 25
wavefunctions, while the FeIII calculations with S = 1- and three t2g orbitals,
have 6. Accurate solutions can be obtained by digital computer for the energy
levels and the appropriate linear combinations of the orbital set which
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Fig. 5.5 Calculated values of the reduction factor F for different degrees of tetra-
gonal distortion of an octahedral Fe2+ environment. The 10 Dq 12g - eg separa-
tion = 10,000 cm- t and the spin-orbit coupling i. = - 80 cm-t. The numerical
figures refer to a convenient splitting factor Ds derived from the operator form of
VT = Ds(iz 2 - 2), splitting the 12g levels by 3Ds. The low values of F at low tem-
peratures and small distortions are caused by the spin-orbit coupling. [Ref. 30,
Fig. 1]
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comprise them. The value of Ll at any given temperature LlT is then obtained
by Boltzmann summation.

LlT is always less than that equivalent to the electric field gradient produced
by a single unpaired 3d-electron, i.e. 4-(1 - R)<r- 3>(about 4'0 mm S-1),
and the effect of temperature is best expressed as a reduction factor F such
that 1 ;> IF I ;> O. Values of Ffor octahedral Fez+ and FeIll with tetragonal
distortions and spin-orbit coupling included are given in Figs. 5.5 and 5.6.

-500
-400

-300

Fig. 5.6 Calculated values of the reduction factor F for low-spin FellI, derived in
a similar way to Fig. 5.5 but using a spin-orbit coupling parameter of ), = -300
em-1. [Ref. 30, Fig. 6]

A much simplified model neglecting spin-orbit coupling will give reason-
able approximations provided that VT > At.S, and is illustrated in Fig. 5.7.
The reduction factor is then given by

(1 + e-2E,/kT + e-2E,/kT _ e-E,/kT _ e-E,/kT _ e-CE,+E,)/kT),

F=---------~~--~~-------(1 + e-E,/kT + e-E,/kT)

For an axial field only (i.e. the level splittings E1 = Ez = Eo) the expression
is

1 - e-E./kT

F - -,---~-"""c;;;- 1 + 2e- E,/kT

ILl I will generally decrease with increasing temperature, particularly if the
level separations are small. Tetragonal or trigonal distortions can be estimated
easily and may be distinguished by the opposing signs of the coupling con-
stant eZqQ, but rhombic distortions and spin-orbit coupling are harder to
assign unambiguously.
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Tetrahedral Fe2+ is similar to octahedral FeH but has little spin-orbit
interaction. Admixture of metal 4p-electrons is allowed into the T2 levels, but
not into the E levels which produce the electric field gradient. The observed

Ixz)

Fig. 5.7 A simplified orbital scheme for Fe2+ and FeIII octahedral complexes.

quadrupole splittings are about 30% smaller than for octahedral Fe2 +

because of the greater covalency effects which affect the screening and
radial function terms in Ll. Likewise, the upper limit for FellI Ll values is also
expected to be smaller, but this is less easy to verify. The 'electron hole'
reverses the sign of the coupling constant e2qQ. The introduction of appreci-
able covalency does not alter the overall validity of the results, provided that
it is realised that the ligand-field parameters used do not now apply to the
free ion, but are 'effective' parameters.

Theoretical estimations of the quadrupole splitting in covalent diamagnetic
complexes of iron with low formal oxidation states (e.g. Fe(CO)s) are
difficult. The electric field gradient is now generated by the molecular orbitals
ofthe complex, and in view ofthe large number oforbitals involved in bonding
is difficult to interpret. Consequently in this type ofcompound the quadrupole
splitting is used semi-empirically as a 'distortion parameter'. Low-lying
excited levels are generally absent so that there is little temperature depen-
dence of Ll in such complexes.

5.5 Magnetic Interactions
The appropriate theory for a t ~ t magnetic hyperfine spectrum was given
in Chapter 3.5. The internal fields found in iron compounds and alloys are of
the order of several hundred kG and can generate clearly resolved six-line
spectra. The ground state magnetic moment, Ill' has been accurately deter-
mined to be +0'0903 ± 0·0007 nuclear magnetons (n.m.) [31]. Recentaccurate
[Refs. on p. 110]
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determinations of the ratio /-lei/-lg and thence /-le are given in Table 5.4. As
the nuclear term in equation 3.41 is thus known to high precision, the absolute
magnitude of the internal magnetic fields can be found.

Table 5.4 The magnetic moment, fIe, of the 14'41-keV level of 57Fe

/Lei /La fLe/Cn.m.) Source of data Reference

-1,715 ± 0·004 -0,1549 ± 0·0013 iron metal 1
-1'7135 ± 0·0015 -0'1547 ± 0·0013 57CO in single-crystal cobalt 2
-1'715 ± 0·003 -0,1549 ± 0·0013 ultrasonic splitting of iron 3
-1'712 ± 0·013 -0,1545 ± 0'0024 rare-earth orthoferrites 4

1. R. S. Preston, S. S. Hanna, and J. Heberle, Phys. Rev., 1962, 128, 2207.
2. G. J. Perlow, C. E. Johnson, and W. Marshall, Phys. Rev., 1965, 140, A875.
3. T. E. Cranshaw and P. Reivari, Proc. Phys. Soc., 1967,90,1059.
4. M. Eibschutz, S. Shtrikman, and D. Treves, Phys. Rev., 1967, 156, 562.

Diagnostic application of the measured values of the hyperfine magnetic
field, H, requires a knowledge of the origins of the field. The various terms
which contribute were described in Chapter 3.5, but the particular importance
of each for 57Fe has not yet been outlined. The most significant is the Fermi
contact interaction. In ionic complexes where the spin density is produced
by 3d-polarisation effects on the internal s-shells, the field observed at low
temperatures where it has reached the limiting value of the Brillouin function
is of the order of 110 kG for each unpaired 3d-electron. This is sometimes
referred to as the 220(Sz) rule. For the Fe3+ ion (3d 5) the Fermi term is about
550 kG, and is 440 kG for the Fe2 + ion (3d6

). It should be noted that the
sign of Hs is negative.

The orbital term H L and spin moment H D are more difficult to estimate.
For an Fe3+ ion in cubic symmetry, both are zero, and even in distorted
environments they are small. Calculations of these contributions in iX-Fe203
have been made [32]. The limiting value of ferric hyperfine fields is therefore
about 550 kG, and it is difficult to distinguish between two cation sites in the
same sample unless they show significant differences in chemical isomer shift
or quadrupole splitting. By contrast, for ferrous iron, the magnitudes of H L

and H D can be of the order of Hs, and the resultant field IH Ican be anywhere
between 0 and 450 kG. As a consequence, compounds where cation random-
isation can occur may have large local variations in the ferrous-ion environ-
ment; the observed electric field gradient has no unique value and gross
broadening of the spectrum is observed. This occurs, for example, in iron-
titanium spinel oxides [33].

Interpretation of magnetic effects in metals and alloys is difficult because a
definite electronic structure cannot be easily assigned to individual atoms,
and there may be some unpaired 4s-spin density in the conduction band. The
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field is usually attributed to two effects, core polarisation and conduction-
electron polarisation. Core polarisation is the induction of a resultant spin
density in the inner s-shells by unpaired electrons in the outer electron shells.
The 3d-contribution will be similar to that for the discrete cations. Conduc-
tion-electron polarisation involves the polarisation of the 4s-conduction
electrons by both exchange interaction with the 3d-electrons and mixing
with the 3d-band. The core-polarisation term is believed to be the major one
in the 3d-magnetic elements, but it is not proposed to discuss the problem
further here. Examples will be found in Chapter 13.

The temperature dependence of a hyperfine field from an Fe3 + spin
configuration follows the appropriate spin-only S = i Brillouin function
as applied to cooperative magnetic phenomena [34, 35]. Small deviations
sometimes occur, but in general H decreases with rising temperature, falling
increasingly rapidly towards zero as the critical temperature (the Curie point)
is approached. The magnetic behaviour of Fe2+ is less regular because of
the influence of orbital repopulation as outlined in the previous section.
Sand L are not easily defined for metals, but as L is generally quenched and
the Brillouin curves are not very sensitive to the total spin value, the be-
haviour is basically similar.

Motional narrowing of magnetic hyperfine interactions by spin relaxation
(superparamagnetism) has also been recorded; it results from a reduction in
particle size or from magnetic dilution. Conversely, long spin relaxation
times can be induced in paramagnetic ferric compounds by appropriate
lowering of the temperature (spin-lattice) or magnetic dilution (spin-spin),
resulting in a complex magnetic spectrum. The I ±i> Kramers' doublet is
often fully resolved, but the I ±!> and I ±t> states tend to contribute to a
broad unresolved background. Examples of this behaviour will be found in
the detailed chapters on experimental results which follow.

5.6 Polarised Radiation Studies
A very useful technique which has recently been developed for 5

7Fe work,
although its application is more general, is the use of polarised radiation. It is
convenient to discuss the subject here, but the reader is advised to refer to the
appropriate sections in later chapters for more detailed discussion of the
spectra of some of the materials mentioned. Polarisation of the emitted y-ray
was first shown in 1960 [36], and can take place by the Stark and Zeeman
effects already familiar in optical polarisation studies [37].

There are two basic approaches, the simplest of which is to use a mag-
netically split source matrix, such as an iron foil, and to magnetise it in a
fixed direction. With iron foils it is convenient to magnetise perpendicular to
the direction of emission. The emitted radiation is then not monochromatic
but consists ofsix individual components with intensity ratios 3 : 4: 1 : 1 : 4: 3,
[Refs. on p. 1101
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each of which has a definite polarisation. In the case we are considering the
I ±~) ~ I ±t) and I ±t) ~ I =f t) transitions have a linear polarisation
with the electric vector vibration parallel with respect to the magnetisation,
and the I ±t) ~ , ± 1-> transitions are similar but perpendicularly polarised.

In the event that the Mossbauer absorber is unsplit or is a random poly-
crystal, the observed spectrum shows no new features. However, if both source
and absorber are directionally polarised by a magnetic field which can be
internal in origin or by an electric field such as is associated with the electric
field gradient tensor in a single-crystal absorber the polarisation of each
emission line becomes important.

In principle each source emission line will come into resonance with each
line in the absorber, but where the emission spectrum has a high symmetry
such as in iron foil there is generally a reduction in the number of non-
coincident components. One important effect in this type of experiment is a
dramatic variation of line intensity with change in the relative orientation of
the principal directions in the source and absorber. Calculation of the line
intensities is difficult, but the detailed theory has been outlined [38, 39].
Equation 3.53 can be simplified to give an equation for the proportional
amplitude probability of a source (MI only) emission line as

Cfi = <IJ -mjM I Irmr)(n1D +I,M + n-1D -I,M)
where i and f denote the initial and final states, M is the change in the m
quantum number = m i + mr, and n1 and n-1 are complex unit vectors such
that na*. nb = bab. Similarly the amplitude probability for absorption is

Cr'i' = <Ii·1 -mj' m I Ir,mr·)(nlD+I,m + n-1D -I,m)

The line intensity is then given by

I cn.cfi 12 = <Ii·1 -mi·m I Ir·mr·)2
X <IJ -miM IIrmr)2[d~I,Md~I,m + d~I,Md~I,m

+ 2 cos {2(y - y')}d+I,Md_l,~+I,md-l,m]

The d±I,Mfunctions are those tabulated in Table 3.4 for J = I, and (y - y')
is the relative angle between the source and absorber polarisation directions
projected onto the plane perpendicular to the y-ray axis. In the event that the
absorber eigenstates are not 'pure' eigenfunctions, e.g. for an electric field
gradient tensor with an asymmetry parameter, the more complex expression

crT = 2: a;.bi.(Ii'1 -m/m I Ir·mr.)(nD+I,m + n-1D -l,m)
m{mf'

must be used, and complex calculations of this nature are best treated by
computer analysis. The addition of MI/E2 mixing would considerably com-
plicate the calculations.

Such polarisation effects were shown in iron-foil sources and absorbers in
[Refs. on p. 110]
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1960 [40], and one of the first chemical applications of an iron-foil source was
in the determination of the sign of the quadrupole coupling constant in a
single crystal ofFeSiF6 .6H2 0 [41]. As an illustration of the types of behaviour
to be expected we have calculated the theoretical line intensities for two
typical experimental situations and present the results in Fig. 5.8. In all cases
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Fig. 5.8 Predicted spectra using an iron metal source at room temperature magne-
tised perpendicular to the axis of propagation.
(a) an iron foil magnetised perpendicular to the axis of propagation but with
H s ..L H A

(b) as (a) but H s II H A

(c) an FeC03 single crystal with V:: perpendicular to the axis of propagation and
H s ..L V::
(d) as (c) but H s II V::.

the source is assumed to be iron metal at room temperature magnetised per-
pendicular to the direction of propagation. In (a) and (b) are seen the spectra
for an iron metal absorber, also magnetised in the perpendicular plane, but
aligned perpendicular and parallel to the source magnetisation.

In (c) and (d) are shown the predicted spectra for an FeC03 single crystal
with the principal axis of the electric field gradient tensor aligned perpendicu-
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POLARISED RADIATION STUDIES I 107

lar to the direction of propagation but perpendicular and parallel to the
source magnetisation. Experimental data for these systems confirm the
analysis [42].

The dramatic change in the observed spectrum with orientation opens up
many possibilities for the study of directional properties in single crystal
materials, and several examples will be found in the following chapters.

In the preceding discussion we have been considering polarised sources
which are not monochromatic. The assignment of hyperfine components in a
complex spectrum would obviously be easier if the source were effectively
polarised and monochromatic so that resonant absorption would only be
observed in those transitions with the same polarisation. This method was
first demonstrated in 1968 [43]. The spectrum of a 57Fe quadrupole splitting
observed in a direction perpendicular to the principal value of an axially
symmetric electric field gradient consists of two lines in the intensity ratio
5 : 3. The weaker line is linearly polarised in the plane parallel to Vzz , while
the other is 40%unpolarised and 60% linearly polarised perpendicular to
Vzz• If the latter can be filtered out a linearly polarised source will result.

This was achieved using a 57Co/Be metal source which has a quadrupole
splitting of 0·56 mm s-\ and single crystals of which can be oriented with
Vzz perpendicular to the direction of y-ray propagation. The more intense
line from I ±t> -+ I ±!) is then selectively filtered out using a layer of
Fe(NH4h(S04h-6H20 clamped to the source. One line of the quadrupole
splitting in this material coincides in energy with the unwanted line in the Be
metal. The result is an apparently monochromatic source with a linearly
polarised radiation. The absorption spectrum of a crystal of FeSiF6 .6H20
oriented with Vzz perpendicular to the y-ray axis obtained using this source
was simply a single line because only the I ±!) -+ I ±t> component can
resonantly absorb the radiation.

An equivalent method which does not require a split source is to use a
polariser, and this has been demonstrated, firstly in 1967 using iron foils
magnetised perpendicular to the propagation axis [44], and more recently
using a polycrystalline sample of yttrium iron garnet (YIG) [45]. If the
latter material is magnetised in an external magnetic field of 3 kG applied
parallel to the axis of propagation the Am = 0 components in its spectrum
become forbidden, while the others become right or left circularly polarised.
The garnet is completely polarised by comparatively small fields which is an
advantage for these experiments. This is illustrated schematically in Fig.
5.9(ii). Note that there are two sites (signified by a and d as detailed in
Chapter 10), each magnetically split to give a total of 12 lines in the spectrum.
The monochromatic unpolarised source is kept stationary while the YIG
polariser (enriched in 57Fe) is moved at a constant velocity chosen so that one
of the resonance lines coincides with the emission line. If this is line 'A' the
polariser can absorb nearly all the right-circularly polarised radiation, but is
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transparent to the left-circularly polarised radiation. It therefore transmits a
monochromatic circularly polarised radiation, the direction of polarisation
being reversible by using the line 'B', for example. If this combination is now
used with an absorber of YIG which is Doppler scanning conventionally and
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Fig. 5.9 Schematic representation of the use of an yttrium iron garnet polariser:
(i) the zero-field conventional absorption spectrum of YIG showing the two 6-Iine
patterns from the a and d sites.
(ii) as (i) but with a field of 3 kG applied parallel to the y-ray axis. Note the dis-
appearance of the 11m = 0 transitions because of complete magnetisation. The
polarisations are shown.
(iii) the absorption spectrum ofYIG in a 3-kG field using radiation passing through
a YIG polariser in which the incident line is coincident with line A. Note the
absence of left circularly polarised lines.
(iv) as (iii) but with the emission line coincident with line B in the polariser.

is magnetised along the same axis, the resultant spectra will be as shown in
(iii) and (iv) depending on the polarisation used. Note that the opposite
polarisations found for lines 6a and 6d is consistent with antiparallel hyper-
fine fields at the two sublattices in YIG.

There is an apparent similarity between these polarisation experiments and
some work on the selective excitation of nuclear sublevels [46]. However, the
latter involves population of single sublevels of a hyperflne splitting, i.e.
the polarisation of excited-state nuclei, and not the polarisation of the
y-radiation.

Although both experiment and theory of polarisation experiments are
complex, the information obtainable far exceeds that from a simpler single-
crystal experiment, and one can expect more intensive application to be made
in the immediate future.
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5.7 Energetic Nuclear Reactions
Several experiments have been performed to observe a Mossbauer resonance
in the immediate time interval following an energetic nuclear reaction. Since
the experimental conditions for these are severe compared to the 57CO
source method, they are discussed here more as a curiosity than as a recom-
mended means of attempting chemical studies.

Coulombic excitation of 57Fe to the l36-keV level was first achieved by
Lee et al. in 1965 using a 1'5-,uA beam of 3-MeV a-particles [47, 48]. The
target foil of a-iron gave a recoil-free fraction and internal magnetic field
in the l4·41-keV resonance essentially identical to those recorded in the normal
57CO decay process. An Fe203 target showed a 50% reduction in recoil-free
fraction but otherwise behaved normally. The high energy of the Coulomb
excitation process displaces the excited atom from its original site, but the
observation of a normal spectrum indicates that the recoiling atom must
come to rest on a normal lattice site by a replacement collision in a time less
than the l4·4-keV excited-state lifetime (rt = 10-7 s). In the case of iron
metal, nearly all the atoms do this, but in the oxide it appears that there is an
appreciable probability of the displaced atom coming to rest on an oxygen
site, in which case its contribution to the resonant spectrum is either slight
or broadened into the background. The problem of replacement collisions
has been treated theoretically [49, 50].

An improved technique, using recoil implantation through vacuum,
involves excitation of an 57Fe target by 36-MeV 160 ions [51]. Excited atoms
displaced from the target travel through high vacuum to a catcher material
which is shielded from the direct ion beam. Copper, aluminium, gold, and
iron catcher foils gave good spectra, but the silicate mineral olivine gave no
resonance. The interpretation parallels that given in the preceding paragraph.

Deuteron capture using the 56Fe(d,p)57Pe reaction gives similar results.
A 0'025-,uA beam of 2'8-MeV deuterons incident on an enriched 56Fe iron
foil produces the normal Fe metal spectrum [52], as does a 4'8-MeV pulsed
beam of deuterons with a stainless steel target [53].

In situ neutron capture in an 56Fe metal target results in a spectrum iden-
tical to that obtained from 57CO decay [54]. An Fe203 target shows a slight
reduction in internal magnetic field, whereas FeS04.7H20 appears to suffer
considerable oxidation to ferric during the neutron capture process [55].
Ordered Fe3AI alloy targets show considerable differences from the conven-
tional spectra because of the variations in position in the lattice of the
excited atoms after they have been displaced from their initial sites by the
nuclear reaction.
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5.8 The 136'4-keV Transition
The 136·4-keV resonance in 57Pe (i.e. the second excited state to ground
state 1-- -+ t- transition) is extremely difficult to detect because of the
low recoil-free fraction and resonant-absorption cross-section associated
with this y-ray. In addition, the latter is comparable to the Compton and
Rayleigh scattering cross-sections. A claim to have detected hyperfine lines
from an iron metal scatterer using a S7CO source has been made [56]. Both
were maintained at liquid helium temperature. The spectra produced were of
very poor resolution, and it was not possible to analyse the hyperfine pat-
terns with confidence. There is little hope that better data can be obtained
with present techniques.
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6 I High-spin Iron Complexes

The facility with which 57Fe 14'41-keV Mossbauer spectra can be measured
has resulted in considerable use of the technique for probing iron solid-state
systems; so much so that it would be impossible to summarise the data
adequately in a single chapter. The general field of iron chemistry has there-
fore been subdivided into a number of subsections and, although this division
is to some extent arbitrary it simplifies the task of presenting the results
considerably. The subsections are as follows,

(i) iron(II) and iron(III) complexes with high-spin electronic configura-
tions (Chapter 6);

(ii) iron(II) and iron(III) complexes with low-spin electronic configura-
tions (Chapter 7);

(iii) ligand-field crossover situations and uncommon paramagnetic
oxidation states (Chapter 8);

(iv) covalent, diamagnetic iron complexes (Chapter 9);
(v) iron oxides, chalcogenides, and minerals (Chapter 10);

(vi) intermetallic systems and alloys (Chapter 11);
(vii) decay after-effects and impurity studies, together with some mis-

cellaneous topics (Chapter 12);
(viii) biological systems (Chapter 13).
The present chapter will be restricted to the first of these subjects. Since

high-spin ferrous (Fe2+) and ferric (Fe3+) cations have somewhat different
orbital properties, as outlined in Chapter 5, we shall consider each in turn.
Many complexes have been examined by several workers in the past few
years, and the data currently available for each will be presented. Early
references which do not contribute significant information beyond that given
in the later papers will be omitted where appropriate, but references to such
papers will in many cases be found in the papers cited.

Great difficulty has been found in comparing chemical isomer shifts from
different laboratories. Comparatively large discrepancies have frequently
been found, and it has been necessary to restrict comment to examples
where differences in chemical isomer shift can confidently be held to be
significant.
[Refs. on p. 164]
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Ferrous ions usually have a non-cubic environment and give a large
quadrupole splitting in paramagnetic complexes. Many ferrous compounds
are antiferromagnetic at low temperatures and the spin and electric field
gradient axes are not necessarily collinear. This causes considerable difficulty
in interpretation, and computer methods must be used as already outlined
in Chapter 3.6. Accordingly the results will be quoted without detailed proof
in the discussion of actual spectra.

By contrast, high-spin ferric complexes show only small quadrupole
splittings due to the lattice terms, and in the magnetically ordered state the
field is basically the Fermi term. Consequently less information is obtain-
able, with the notable exception of electronic relaxation times which can be
deduced from the broadening which often occurs in ferric complexes.

Appropriate illustrations are given of the principal features of high-spin
ferrous and ferric spectra, and examples of the Mossbauer parameters
observed are tabulated for many of the complexes. The tables are not in-
tended to be completely comprehensive, but virtually all the significant and
reliable results have been incorporated. Where possible, data are quoted for
room temperature (RT), liquid nitrogen temperature (LN), and liquid helium
temperature (HE).

A. HIGH-SPIN IRON(H) COMPLEXES
6.1 Iron(ll) Halides
FeF2

Ferrous fluoride was one of the first ferrous compounds to be investigated by
Mossbauer spectroscopy [1]. It has the rutile structure with the iron coordi-
nated by six fluorines, and extensive investigations have now been made
[2, 3]. The compound gives a large quadrupole splitting in the paramagnetic
state. It is antiferromagnetic at low temperatures, and the extrapolation of
the magneticfield data gives the Nee! temperature accurately as TN = 78·12 K
[3]. The effects of the combined quadrupole and magnetic interactions are
illustrated in Figs. 6.1 and 6.2.

At 78·21 K, which is 0·09° above the Neel temperature, a sharp quadrupole
doublet is seen (Fig. 6.1). At 78·11 K, only 0'01° below the critical point,
considerable line broadening has appeared, and the subsequent splitting of
the two lines into a triplet and a doublet is very similar to the results of appli-
cation of an external magnetic field for determination of the sign of the
coupling constant e2qQ. If the triplet is found at the lower Doppler velocities
the sign of e2qQ is positive. The internal magnetic field in FeF2 increases
very rapidly at first with decreasing temperature (see Fig. 6.3) but reaches a
saturation value at absolute zero. In the neighbourhood of the Neel tem-
perature the hyperfine effective magnetic field is given by the usual function

H T = HoD(l - TjTN)fJ

[Refs. on p. 164]
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Fig. 6.2 Hyperfine structure of 5 7Fe in FeF2 when the magnetic coupling is
stronger than the quadrupole coupling. [Ref. 3, Fig. 2]

For FeF2 it was found that D = 1·36 ± 0,03, fJ = 0·325 ± 0,005, and the
hyperfine field at the absolute zero Ho = 329 ± 2 kG. This behaviour is
remarkably similar to that of MnF2 despite the appreciably lower anisotropy
in this latter compound.

The appearance of more than six Zeeman lines indicates that the Zeeman
[Refs. on p. 164]
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levels are no longer pure Imz ) eigenstates so that the nominal 11m = ±2
transitions are weakly allowed. At 4·2 K, where the magnetic field is con-
siderably greater than the quadrupole coupling, the spectrum approximates
best to a six-line pattern.

Single-crystal data with the y-ray direction parallel or perpendicular to the
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Fig. 6.3 The internal magnetic field in FeF2 as a function of temperature. Note
the saturation behaviour at absolute zero and the clearly defined Neel temperature.
[Ref. 3, Fig. 3]

c axis show line intensities which confirm that the c axis is indeed the magnetic-
spin axis [1]. Because of the orthorhombic crystal symmetry the electric field
gradient tensor is not axially symmetric; it has the principal value, Vm

perpendicular to the c axis. Some values of the chemical isomer shift (J,

quadrupole splitting 11(= te2qQ[l + Sll 2
]}), asymmetry parameter 1], and

hyperfine field H are given as appropriate in Table 6. I.
The effect of the orbital state of the Fe2+ cation has been considered by

several groups, but the very low symmetry of the environment causes diffi-
culties [4-7]. If a rotated coordinate system is used, based approximately on
the distorted fluorine octahedron, then the electronic ground state is
0·99 Ix 2 - y2) + 0·10 I ;;2). The quadrupole coupling constant, e2qQ, is
therefore positive (see Table 3. I). Ingalls [5] proposed that the very weak
temperature dependence of the quadrupole interaction was compatible with
[Refs. on p. 164]



Table 6.1 Mossbauer parameters for high-spin iron(II) halides

Compound T/K
A oS oS (Fe) Reference/(mm s-') 7j H/kG /(mm S-1) /(mm S-1)

FeFz 692 +1'70 7
298 +2'79 1·18 (Pd) 1'37}78'21 +2'92 1·29 (Pd) 1'48 3

4·2 +2-85 0·40 329 1'29 (Pd) 1·48

RbFeF3 102-3 0 0
98·4 +0'064 94·2 11
88·2 +0'147 153'0

KFeF3 RT 1-14 (Pd) 1·33 15

CsFeF3 298 f·55 1'17 (Pd) 136}0·47 1·17 (Pd) 1·36 16
{ -2-85 0·1 318 1'30 (Pd) 1·49

4·2 -1'90 0'7 274 1·30 (Pd) 1'49

RbzFeF4 298 2·04 1·15 (Pd) 1·34
78 2-80 1·26 (Pd) 1·45 17
4·2 2·77 0·065 364 1·27 (Pd) 1·46

FeCIz 78 +0'895 0'750 (Pt) l'O97} 204·2 +1'210 4 0'746 (Pt) 1·093
5 +0'98 ,..,,3 0'97 (Pd) 1-16 25

FeClz.HzO RT +2·03 1-13 (Fe) 1·13 26
(0) +2'50 251 27

FeClz.2HzO 298 +2'50 0'80 (Cu) 1·03
78 +2'70 0·85 (Cu) 1·08 29
4·2 +2'30 0·3 250 0'90 (Cu) 1-13

FeClz.4HzO RT +2-984 0'874 (Pt) 1'221} 325 +3'117 1·014 (Pt) 1'361
0·15 +3'10 -0,2 266 1'47 (?) 34

(Me4N)zFeCI4 293 -0,72 0·91 (Cr) 0·76
77 -2'61 1·01 (Cr) 0'86 36
4·2 -3,27 1-05 (Cr) 0·90

FeBrz 78 1·043 0·99 (Pt) 1·34 } 204·2 1-132 28-4 1'005 (Pt) 1'352
5 +1-09 +29-6 0·94 (Pd) 1-12 37

FeBrz.2HzO RT 2-49 1'14 (Fe) 1·14 26

FeBrz.4HzO RT 2·83 1·22 (Fe) 1·22 26

(Et4N)zFeBr4 293 0·52 0·88 (Cr) 0·73
77 2·29 1·02 (Cr) 0'87 36
4·2 3·23 1-12 (Cr) 0'97

Felz 78 0·802 0·646 (Pt) 0·993 204·2 0·962 74 0·697 (Pt) 1'044

K4[Fe(NCS)61AHzO RT 1·24 (SS) 1-15 38

(Me4NhFe(NCS)4 77 2·10 0·97 (Cr) 0·82 364·2 2-83 0·97 (Cr) 0·82

(Cat)Fe(NCSe)4* 77 2·69 0·99 (Cr) 0·84 364·2 2·73 1·04 (Cr) 0·89

* 'Cat' is oe,rt'-(bil'-triphenylphosphonium)p-xylene.
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excited-state levels at 750 cm- 1 and 2900 cm-I, whereas Okiji and Kana-
mori [6] deduced values of 1028 cm- 1 and 1484 cm- 1 • A more recent analysis
of data between 97 and 692 K gives values of 800 cm- 1 and 900 cm- 1 [7],
while study of the second-order Doppler shift, recoil-free fraction and quad-
rupole splitting between 80 and 300 K has led to values of 740and 930cm-1 [8].

High pressures acting on FeF2 produce a reversible decrease in the chemical
isomer shift which is regular in behaviour [9]. This corresponds to an increase
in electron density at the iron nucleus. Evidence from optical studies suggests
that this results from a decrease in the 3d-shielding effects with increasing
pressure.

100",",... • II .. """-

94 i27K
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88

~ 98
~:e
'i 96
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Doppler velocityj(mm .-1)

Fig. 6.4 Mossbauer spectra of RbFeF 3 in the paramagnetic, antiferromagnetic,
and ferrimagnetic regions. [Ref. 11, Fig. 3]
[Refs. on p. 164]
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RbFeF3

One of the more unusual ferrous compounds is RbFeF3; unusual in that it
possesses an ideal cubicperovskite structure at ambienttemperatures with the
ferrous ion octahedrally coordinated by fluorine. The high degeneracy in the
electronic ground state ensures the absence of an electric field gradient and
only a single absorption is seen [10, 11]. This is illustrated in Fig. 6.4 by the
single-line paramagnetic spectrum. Below 103 K antiferromagnetic ordering
occurs and a six-line spectrum is found (Fig. 6.4). Simultaneously a small
quadrupole interaction appears. It was originally thought that the magnetic
axis lowered the symmetry via spin-orbit coupling, thereby inducing an
electric field gradient, and attempts to interpret the spectra theoretically
using this assumption have been made [12, 13]; however, the positive sign
of the quadrupole splitting dictates that any distortion should be trigonal.
In fact a tetragonal distortion in the antiferromagnetic region has since been
detected which is at variance with the simple theory [14].

Below 87 K there is a further transition to a ferrimagnetic state with two
inequivalent ferrous sites [11] and a complex spectrum from the two super-
imposed six-line hyperfine patterns is seen in Fig. 6.4.

KFeF3

KFeF3 , like RbFeF3, has a cubic perovskite lattice above the Neel tempera-
ture of 115 K, but below this temperature there is a trigonal distortion along
the [Ill] axis which is expected to be the spin-axis. A quadrupole interaction
is seen in the ordered phase [15] which is positive as required by a trigonal
distortion. Relaxation narrowing effects are seen close to the critical point.

As with FeF2 an increase in pressure decreases the chemical isomer shift
[9]. It also produces a substantial quadrupole splitting as seen in Fig. 6.5.
This implies that a substantial crystallographic distortion is induced. The
rather broad room-temperature spectrum was believed to be the result of
stresses created during formation of the absorber pellet. These high-pressure
data for KFeF3 were used by Simanek and Wong as already discussed in
Chapter 5 (p. 95) to calculate a value of oRjR for the 14'41-keV transition.

CsFeF3

CsFeF3 has hexagonal symmetry at room temperature with two inequivalent
octahedral Fe2+ sites in the ratio 2: 1 which give two quadrupole splittings
with the corresponding intensity ratios [16]. Although there is a crystallo-
graphic distortion at 83 K this has no effect on the Mossbauer spectrum, but
ferrimagnetic ordering occurs below 62 K to give two superimposed hyperfine
patterns. Full analysis has not been attempted.

Rb2FeF4

This compound, which has the K 2 NiF4 structure, has very unusual magnetic
properties. The local iron environment is an octahedron of fluorines, but the

[Refs. on p. 164]
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iron atoms themselves are in well-separated layers containing square planar
nets ofFe2+ ions. The crystal symmetry forbids magnetic interaction between
layers, and it has been shown theoretically that an isotropic two-dimensional
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Fig. 6.5 The effect of pressure on the Mossbauer spectrum of KFeF3. [Ref. 9,
Fig. 5]

interaction can be neither ferromagnetic nor antiferromagnetic at non-zero
temperature.

The Mossbauer spectra [17] show only a sharp quadrupole doublet between
60 K and the suspected ordering transition at 90 K. This confirms that there
is no long-range order and that the spin relaxation is very fast. Long-range
order appears as the temperature is lowered to 50 K (see Fig. 6.6). The change
is accompanied by a crystallographic distortion which lowers the symmetry of
the crystal. The presence of an asymmetry parameter shows that the fourfold
axis has been destroyed. It is probable that the lowered symmetry allows
magnetic interaction between Fe2+ layers so that the ordering becomes
three-dimensional. The quadrupole splitting and chemical isomer shift are
similar to those of FeF2 ,

FeCl2

Anhydrous iron(Il) chloride has the CdCl2 structure and has been studied in
detail in three independent investigations. Ono et 01. [18] found a strong
temperature dependence in C1 and no significant internal magnetic field
[Refs. on p_ 164]
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« 10 kG) down to4 K. This is unusual in view of the known antiferromagnetic
transition at 24 K, but could be explained as a chance cancellation in the
H s + H L + HDsummation. Later work gave a value of 4 kG for the magnetic
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Doppler velocity/(mm s-Il

Fig. 6.6 Mossbauer spectra of a single crystal of Rb2FeF4 oriented with the c axis
parallel to the y-ray beam. Note the onset of long-range magnetic ordering below
60 K. [Ref. 17, Fig. 2)
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field at 4·2 K. A single-crystal spectrum at room temperature gave an asym-
metric doublet intensity and confirmed that eZqQ was positive. The Fez + local
symmetry is close to an octahedron of chlorine atoms with a trigonal dis-
tortion parallel to the crystal c axis. The very small trigonal field splits the
t Zg triplet and results in a large reduction in ~ from the limiting value of
~(I - R)(r- 3

). The ground state is a doublet and is 145 ± 35 cm- 1 below
the singlet level [20] (also quoted as 119 cm- 1 [18] and 150 cm- 1 [19]).
Below the Neel temperature there is a small increase in the quadrupole
splitting due to an exchange coupling term of -2Jx(Sz)Sz where x is the
number of Fe2+ neighbours and (Sz) is the thermal average of Sz. The
chemical isomer shift of 1·093 mm S-1 at 4·2 K should be compared with that
of 1·48 mm S-1 for FeFz. Using the Danon interpretation (p. 93), this large
decrease signifies [20] a considerable increase in covalency and an effective
configuration of 3d64so. 1Z as opposed to 3d64so.

The chemical isomer shifts in FeFz, FeClz, FeBrz, and Felz have been
found to vary linearly with the Pauling electronegativity of the halide [21].
A linear relationship between the shift and the low-temperature quadrupole
splitting was also claimed to exist and to indicate a high degree of cova-
lent bonding and 3d-delocalisation in the higher halides. Similar studies
on FeClz, FeClz.HzO, FeClz.2HzO, FeClz.4HzO, FeS04.7HzO, and
FeSiF6.6HzO showed an approximately linear increase in shift with increasing
coordination to water molecules, as well as further correlation with the
quadrupole splitting [22]. However, recent work has questioned the validity
of such arguments, and has proposed that the substantial changes in chemical
isomer shift are not so much due to 3d-electron delocalisation as to
ligand-p -? iron 4s-electron transfer [23]. The chemical isomer shift-quadru-
pole splitting relationship is also believed to be fortuitous rather than general.
A more recent analysis [24] of the temperature dependence of the quadrupole
splitting in FeClz differs considerably from earlier approaches but uses the
argument of considerable 3d-delocalisation. Controversies such as these
illustrate the difficulty in distinguishing the factors influencing the Mossbauer
spectrum.

Although FeClz is antiferromagnetic in zero applied field, it undergoes a
spin-flip transition to a ferromagnetic state in fields of greater than 10·5 kG
(the entire antiparallel sublattice reverses spin direction). Spectra of a single
crystal of FeClz in small external fields do not show any separation of the
two sublattices because the intrinsic field is so small [25].

FeClz·HzO
The structure of iron(II) chloride monohydrate is unknown but, by analogy
with the other hydrates, the local iron environment is likely to be one oxygen
atom and five bridging chloride ions which are unlikely to be equivalent.
This increased distortion accounts for the much larger quadrupole splitting
[Refs. on p. 164]
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in FeC12 .H20 than in FeCl2 [26]. The compound is antiferromagnetic at low
temperatures and the saturation value ofthe internal magnetic field (T ~ 0 K)
is about 251 kG [27].

A related complex with stilbene PhCH :CHPh(FeCl2 .H20)4, is also
antiferromagnetic below 23 K and shows a very similar behaviour to
FeC12 .H20 and FeCl2 .2H20 [27]. Temperature-dependence data give
excited-state levels at 309 cm- i and 618 em-i.

FeCI2·2H20
The crystal structure of FeCI2 .2H20 is known, and the water molecules
occupy the trans-positions in the near-octahedral environment. The a,b,c,

FeClz·2HzO

Oce
Fig. 6.7 The iron environments in FeClz.2HzO and FeClz.4HzO. The two sites
in the latter are related by a 1800 rotation about the b axis.

[Refs. on p. 164)
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crystal axes are shown in relation to the bonds in Fig. 6.7. The compound
becomes antiferromagnetic below 23 K. Comprehensive measurements on
oriented single crystals [28] show that e2qQ is positive and that the principal
axis corresponds closely to the z axis (crystal b axis). The quadrupole tem-
perature dependence is consistent with an electronic ground state which is
predominantly Ixy) with an Ixz) state at ",520 em-I. The combined
quadrupole-magnetic interactions show that the spin axis is in the ac plane
along the direction of the short Fe-Cl bond (x axis), and that the asymmetry
parameter 'YJ = 0·2. Independent data obtained on polycrystalline powders
[29] confirm the perpendicular relation and directions of the electric field
gradient tensor and H. Direct lattice-sum calculations have been used to
estimate the lattice contribution to the electric field gradient [30].

FeCI2.4H20
The structure of this compound is well characterised (Fig. 6.7); it contains
discrete trans-octahedral sub-units of Fe(H20)4CI2 on two positions in the
unit cell related by a rotation of 1800 about the b axis. The first detailed
Mossbauer study used oriented single crystals [31]. The minor axis of the
electric field gradient is the c axis, the principal axis being in the ab plane either
parallel or perpendicular to the CI-Cl axis. e2qQ is positive and 'YJ = 0·1.
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Fig. 6.8 The Mossbauer spectrum of FeChAH 2 0 at 0·4 K in (a) a single crystal
with the y-ray beam parallel to the b axis, and (b) in polycrystals. [Ref. 33, Fig. 1]
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The sign of e2qQ was also shown to be positive by using the applied magnetic
field method [32]. The electronic ground state is similar to FeF2 , i.e.
0·99 Ix 2 - y2) + 0·10 IZ2), and Ingalls [5] has estimated the electronic
excited-state levels to lie at 750 cm- i and 2900 cm- i

• However, these figures
may not be accurate in view of direct lattice-sum calculations on FeCI2 .4H20
which suggest that the lattice term contributes a large proportion of the
electric field gradient [30].

The compound is antiferromagnetic below 1·1 K, and single-crystal and
polycrystal spectra at 0·4 K [33] show that the spin axis and the principal
electric field gradient axis are close to each other, the angle being estimated
to be 15°. The magnetic axis is at 30° to the b axis. Line broadening is seen
immediately below the Neel temperature because the electron spin relaxation
times are comparable to the nuclear precession time. The effect of state mixing
on the line intensities of a quadrupole/magnetic spectrum is clearly shown
by this compound (see Fig. 6.8). Seven hyperfine components are visible
instead of the usual six because the ±2 transition contain an appreciable
admixture of other states.

Independent data [34] confirm these conclusions, and give a more extensive
interpretation of the spin ordering. The field at the two iron sites makes an
angle of ± 15° to the b axis of the crystal, the angle between the two fields
being 30°. The principal direction of the electric field gradient is at 40° to the
b axis, compared with a value of 45° determined by Zory.

J'!!i!=S~T

Free
ion

Cubic
tetrahedral

crystal field

Tetrogono I
distortion

Spin-orbit
coupling

Fig. 6.9 Splittings of the electronic energy levels of a high-spin d 6 ion by the
crystal-field and spin-orbit interaction in FeCI4

2-. [Ref. 36, Fig. 5]
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FeCI42-, FeBr42-, Fe(NCSe)42-, and Fe(NCS)42-
The measurement of a small distortion in the tetrahedral FeC142- ion was
first reported by Gibb and Greenwood [35]. The E level is split by a tetragonal
distortion in the crystal field and this results in a markedly temperature-
dependent quadrupole splitting as the thermal population of the dx'_Y' and
dz.levels changes (see Fig. 6.9). A more extensive investigation [36] has shown
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Fig. 6.10 Mossbauer spectra of (Me4NhFeC14 at (a) 290 K, (b) 195 K, (c) 77 K,
and (d) 4·2 K. [Ref. 36, Fig. 2]

the existence of such distortions in the ions FeCV-, FeBr/-, Fe(NCSe)42 -,

and Fe(NCS)42 -. In particular, (Me4NhFeCI4 has been studied in detail
from 1·5 to 363 K. The intensity of the resonance decreases dramatically with
temperature rise as seen in Fig. 6.10. The effective Debye temperature is only
of the order of 200 K and reflects the increase in covalency over the octa-
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hedral Fe2+ ions which give much more intense spectra. The chemical isomer
shift shows the typical second-order Doppler shift behaviour as shown in
Table 6.1. Covalency also leads to a much lower chemical isomer shift in
tetrahedral complexes in general. This is illustrated in Fig. 6.11 in which

FeIz

ctahedral

FeCl z.2HzO; Fellrz
FeClz

CsFeF3
FeFz
RbzFeF4

+1·5

~
E +104
E

""<0

+1'3

+1-2

+1-1

+1'0-

- +0'9

-
+0'8

ral 0

Fe(NCSU

Tetrahed

FeBrl

FeCl:
Fe (NCSeU

Fig. 6.11 The chemical isomer shifts at 4·2 K for a number of ferrous halides with
octahedral and tetrahedral coordination.

chemical isomer shifts relative to iron metal are represented for a number of
iron(II) complexes with the halogens and pseudohalogens. Data are compared
at 4·2 K where available to reduce contributions from the second-order
Doppler effect.

Application of an external magnetic field to (Me4NhFeCI4 gives a negative
sign for e2qQ and shows that the electronic ground state is IZ2), indicating
the distortion to be a compression along the z axis (see Chapter 3.6).

The low-temperature limit of the quadrupole splitting for (Me4NhFeCI4
(3,30 mm S-1 at 1-5 K) corresponds to the effective value of 4' (1 - R)<r- 3>
(see Section 5.4) and shows the effect of covalency in diminishing <r- 3

) when
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compared to octahedral complexes such as [Fe(H20)6]SiF6 for which
~ = 3·6 mm S-l at 29 K. The temperature dependence shown in Fig. 6.12
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Fig. 6.12 The temperature dependence of 11 in (Me4 NhFeCI4 • The solid curve is
for a zero temperature 11 value of 3·25 mm S-l and a level splitting of 125 em- 1 •

[Ref. 36, Fig. 7]
is approximately appropriate to a splitting of 125 cm- 1 in the E doublet
level, but, as shown by the poor agreement of experiment with theory, there
appear to be other unknown factors also involved. The splittings of the E
doublet for the other compounds were

(Et4NhFeCI4 135 cm- 1

(N,N'-dimethyl-4,4'-dipyridyl)FeCI4 470 cm- 1

(Et4N)2FeBr4 96 cm- 1

[oc,oc'-(bis-triphenylphosphonium)p-xylene]Fe(NCSe)4 292 cm- 1

(Me4NhFe(NCS)4 101 cm- 1

The tetrahedral Fe(NCS)42- ion has a much lower chemical isomer shift
(0,82 mm S-l at 77 K) than the octahedral Fe(NCS)64- ion (1,15 mm S-l
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at room temperature) [38], again because of increased covalency. An asym-
metry was observed in the intensities of the two lines in the (Me4NhFeCI4
spectrum, but this has since been shown to be due to the presence of an
Fe(III) impurity [37].

FeBr2
Anhydrous FeBrz has a trigonally distorted octahedron of bromine atoms
around the iron atom; it has the Cdl2 structure but is otherwise very similar
to FeCl2 which has the CdClz structure. It too has a very small internal
magnetic field below the Neel point of 11 K [20], and the doublet ground
state is 175 ± 40 cm-1 below the singlet excited state. The value of the hyper-
fine magnetic field at 4·2 K is 28·4 kG. Like FeCl2 it shows a spin-flip in fields
above 31·5 kG and becomes ferromagnetic. The analysis of spectra in large
external fields confirms that the normal internal field at 4·2 K is +28 kG [25].
The external field values for FeCl2 < FeBrz < Fel2 are consistent with
increasing bond covalency in that order.

FeBr2.2H20 and FeBr2.4H20
Only one spectrum has been reported for each of these compounds and the
parameters are given in Table 6.1. They are probably similar to the chlorides.

Fel2
Like ferrous bromide, Fel2 has the Cdl2 structure, and is antiferromagnetic
below 10 K. Partial orientation of powdered samples gave a line asymmetry

Table 6.2 Contributions to the internal magnetic field. Errors are at least of
the order of 10%

H./kG HL/kG Hv/kG H/kG

{ +560 +30+410

+240 +5

+217 +148

+550 +88
+583 +87

+383 +13

Compound T/K

FeFz 4·2

FeClz 4·2
4·2
5

FeBrz 5

Felz 4·2
5

RbFeFJ (0)

FeS04 4'2

FeCOJ 4·2
4·2

FeC20 4.2HzO 4·2

-558

-411
-520
-419

-390

-515
-345

-412

-550

-467
-500

-550

+276

+387
+490

-52

+24
+30

Reference

-334 6

0 18
-0 20

0 25

+30 25

{+74 20-74
+74 25

(172) 11

(-)185 42

(+)172 42
(+)170 6

(-)154 42
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which suggests that e2qQ is positive [39]. The magnetic field is somewhat
larger in this compound (74 kG at 4·2 K [20]), because of differences in the
orbital term H L (see Table 6.2) and is assumed to be positive [25]. The
exchange coupling term recorded in the chloride is again significant in evalua-
tion of the quadrupole splitting at low temperatures and the doublet-
singlet separation has been given as 183 cm- 1 [39] and 135 cm- 1 [20]. The
low chemical isomer shift reflects increased covalency along the halide series
and leads to a configuration of 3d64so. 15 on the Danon model.

6.2 Iron(II) Salts of Oxyacids and Other Anions
[Fe(H20)6]SiF6
Hydrated iron(II) fluorosilicate contains the SiF62 - anion and the octahedral
cation [Fe(H20)6]2+. The octahedron is trigonally distorted by compression
along the [111] axis, and the ground-state configuration is well known and is a
IZ2) state. This simple electronic configuration with no asymmetry para-
meter or close-lying excited states has made [Fe(H 20)6]SiF6 a popular choice
for the estimation of the valence-electron contribution to the electric field
gradient tensor and hence to the quadrupole coupling constant e2qQ; the
many attempts at such calculations have been listed in Table 5.2.

The first experiments [40] used a single-crystal absorber and a polarised
magnetic foil source. The intensities of the spectral components show that the
coupling constant e2qQ is negative as required for a IZ2) state, and this sign
has also been checked by the magnetic perturbation technique [32]. The
quadrupole splitting is large (3·612 mm S-1 at 29 K [32]) because of the lack
of appreciable state mixing. Although an attempt has been made to derive
excited-state electronic level separations from the temperature dependence
of the quadrupole splitting [5] this parameter is not very sensitive to a level
separation of the order of 1000 em-I. Direct lattice-sum calculations give only
a very small value for the lattice term contribution to the electric field
gradient tensor [30], a result not predicted in earlier work [5].

Hydrated iron(II) fluorosilicate is still paramagnetic at 1·8 K, and the fast
ionic relaxation times prevent inherent magnetic splitting in the Mossbauer
spectrum. However, the 5 D configuration of the high-spin iron(II) ion gives
it anisotropic magnetic properties. Application of an external magnetic
field Hext then results in an internal field at the iron nucleus of

or

H= H ext + H n

H - H + (8)H (0)
- ext 8 n

where H n(0) is the saturation value of the tensor quantity H n of the intrinsic
magnetic field at the nucleus, and (8) is a thermal average of the total
[Refs. on p. 164]
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electronic spin (8 = 2) [41]. In terms of the susceptibility tensor Xi(i = x, y, z)

(
X.B (0»)

H = Hex! 1 + ;'gi~iN8

for <8)/8 < 0,25, i.e. for small magnetisation. For a paramagnetic Fe2 + ion
in a zero field Hex!, it is found that <8) is zero because of the fast relaxation
andH= O.

At high temperatures the susceptibility X is small and at fields up to 30 kG
the value of «8)/8)Hn(0) is very small. The effective field is close to Hex! as
assumed in the magnetic perturbation method for determining the sign of
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Fig. 6.13 M6ssbauer spectra of an [Fe(H2 0)6]SiF6 single crystal in an external
field of 30 kG applied at angles of (a) 90°, (b) 70°, (c) 45° and (d) 20° to the trigonal
axis. [Ref. 41, Fig. 2]
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eZqQ. At liquid helium temperatures where the susceptibility is large, H n
will be significant and, because it is a tensor quantity, the resultant value of
H is dependent on the anisotropy of the magnetisation.

This behaviour is clearly illustrated by the behaviour of [Fe(HzO)6]SiF6
in an external field at 4·2 K. Fig. 6.13 shows spectra for a single crystal with
a 30-kG field applied at different angles to the trigonal axis [41]. The suscep-
tibility is small along the trigonal axis so that at angles close to zero the field
H is nearly equal to H exl ' At directions perpendicular to the trigonal axis the
magnetisation is large so that a very substantial augmentation of H and a
large magnetic splitting is found. Polycrystalline samples in an external field
show a similar behaviour to the single crystals, because although the crystal
orientation is now averaged, the high anisotropy tends to make the resultant
field act in the direction of high magnetisation. As H exl is increased in mag-
nitude, a large magnetic splitting is generated (see Fig. 6.14).

o~"'" '1::: ;J:-:•.• "'1.1.·.:.,,:··:.1~ ..e. .0_\ ••• °0 ......:.

00 •
.•.;:':..1."';':':::\. ...·l··.:.~·...::'i:""'\"":~ '{-'

'.

". . '..J:... . '" ..: - : .~' '1' I". ' 1· .. ·1.. . ]' ~ - 1.°0 ..:.°,... .0: -0':- ,:: .., '. °0 ~., .. .. . .L •••• J. .. • •
• _.0 .. '. • • ........ 0.1.:.. .. 00 _ •. : .: .~.,

(b) , • • .l"

.. .. 0
0

""." 00 °0 °0
.. .~.. .:..:- :.: ::.:..:?..:01-7: :...... :......... :,;;,.""....".:.:.;..,,-.......,;..;.. 1 '::"'......... ".: , ..'. ;c}· . . '. . :.' .... /. . ...::: _: :_ l

... .......... 00",

o~:E::'~·.:~~~~:::::::~/~\~~;:~~:~~\,~:-:·:~:::~::
(e) '. • • : .'oJ ',,' ._:.

;..•.:. ,,..:..':"""'.y:~..:,.•-''''':.,.I:..••-'.. ".,: ~.- :.~. .~.';".; ::\P\. .:;~...:.'\.., :;...
(f) "\ .I --:: ' •.• / "'. .\•.:

.. " ° 0 '0' .0'
'.'' .. .

~:

10

o
Velocity /(mm 5-')

Fig. 6.14 Mossbauer spectra of polycrystalline [Fe(H 20)6]SiF6 at 4·2 K with an
external field applied perpendicular to the direction of the y-rays. (a) 0 kG,
(b) 4·5 kG, (c) 10·5 kG, (d) 15 kG, (e) 21 kG, (0 30 kG. [Ref. 41, Fig. 3]
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FeS04
FeS04 has a complicated orthorhombic crystal structure with four FeS04
per unit cell. Each Fe2+ ion is surrounded by a distorted octahedron of
oxygen atoms and each Fe06 group has the same geometry and one axis
nearly parallel to the crystal b axis. The low-temperature antiferromagnetic
Mossbauer spectrum [42] is consistent with a positive value of e2qQ, an
asymmetry parameter of 'YJ = 0,4, and a ground-state configuration of
0·99 Ix2 - y2) + 0·09 IZ2). The contributions to H were estimated assum-
ing that the observed field of 185 kG at 4·2 K was negative in sign (see Table
6.2). Excited-state electronic levels have been estimated to lie at 360 cm- 1 and
1680 cm- 1 [5, 19], and the positive sign of e2qQ has been verified by the
magnetic perturbation method [32].

[Fe(H20)6]S04·H20

Iron(II) sulphate heptahydrate contains four formula weights per unit cell
on two distinct sites A and B. The immediate iron environment in both cases
is a distorted octahedron of oxygens so that the compound contains
[Fe(H20)6]2+. The two types of sites are so similar as to generate only one
Mossbauer quadrupole doublet, but the relative orientations of the four iron
positions are important in interpreting the asymmetry of the quadrupole
doublet in oriented single crystals. Such measurements have been made
[43], and indicate an Ixy) ground state (positive e2qQ) and an asymmetry
parameter of'YJ = 0·1 for both the A and B sites. A model for the parameters
of the electric field gradient tensors was proposed and found to agree with
the experimental line intensities.

Direct lattice-sum calculations show that the lattice contributions to
e2qQ of the two sites are of opposite sign [30]. The signs of the coupling
constants have been confirmed as positive by the magnetic perturbation
method [32], and the electronic excited states estimated assuming only one
type of site [5, 19].

[Fe(H20)6](NH4S04)2

The interpretation of the Mossbauer spectrum of hydrated iron(Il) am-
monium sulphate presents considerable difficulty. The crystal unit cell is
monoclinic with two iron sites which are equivalent but with different
relative orientations. The immediate iron environment is a slightly distorted
[Fe(H20)6P+ octahedron. Early work [5] using the temperature depen-
dence of the quadrupole splitting proposed an Ixy) ground state and a
rhombic symmetry giving excited levels at 240 cm- 1 and 320 cm- 1 • Values of
230 cm- 1 and 300 cm- 1 have also been quoted [44].

Two later studies have measured the line asymmetry in oriented single
crystals and compared the observed values with those predicted by an adopted
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model of the electric field gradient tensor [43, 45]. The more detailed paper
[45] included data at 300 K and 4·2 K. The asymmetry parameter is 0·7 at
300 K and 0·3 at 4'2 K. The distortion appears to be close to rhombic with a
Ixy) ground state and Iy2 - Z2) and Ixz) excited states, but the electric
field gradient tensor and susceptibility axes do not coincide, suggesting that
the actual symmetry is lower than rhombic. An attempt to measure the
sign of e2qQ by the magnetic perturbation technique [32] failed because of the
large asymmetry parameter.

The temperature dependence of the quadrupole splitting of the iron(II)
potassium, rubidium, and caesium sulphates has also been examined but in
less detail. As can be seen from Table 6.3 they appear to resemble the ammo-
nium salt closely [44].

Table 6.3 Mossbauer parameters for high-spin iron(II) cations bonding to oxygen

Compound T/K
L\
/(mms-1) TJ

H/kG a a(Fe)
/(mms-1) /(mms- 1) Reference

[Fe(H20)6]SiF6 RT
29

FeS04 RT
80

HE

[Fe(H20)6]S04.H20 RT
5

[Fe(H20)6](NH4S04h RT

FeC03

Fe3(P04 h·8H 20

Fe3(P04hAH20

Fe(HCOOh.2H20

RT
80
(0)

295H

soH
5{~

4'2{~

298{A,B

77{~

6{~

-3-385
-3-612

-\-2'726
-\-3-104
-\-3-89

-\-3·217
-\-3'384

-\-1·717

-\- 1'798
-\-2'043
-\-2'06

-\-2'50
-\-2-98

-\-2'59
-\-3-16
-\-2'59
-\-3·18

2·50
2-64

0·59
2·97
1·37
3-42
1·48
3·36

o
o

0'4 185

-\-184

0·2

0·2
268

0'3 135

0·25 203
0'23 362

0·933 (Pt)
1'069 (Pt)

0·923 (Pt)
1'043 (Pt)

0·914 (Pt)
1'044 (Pt)

0·897 (Pt)

0·892 (Pt)
1·014 (Pt)
1-36 (Fe)

0'86 (Pt)
0·88 (Pt)
0·95 (Pt)
0'99 (Pt)
0'96 (Pt)
0'99 (Pt)

0'98 (Cu)
0'98 (Cu)

1-34 (Cr)
1'39 (Cr)
1'56 (Cr)
1·56 (Cr)
1·48 (Cr)
1·53 (Cr)

1'280
1·416

1'270}
1·390

1·261
1-391

1·244

1'239}
1'361
1'36

1,21)1·23
1'30
1·34
1·31
1·34

1·21
1·21

1-19)1·24
1·41
1'41
1'33
1'38

32

32
42

32

46

42
51

54

56

59

FeC20 4.2H20
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FeC03

FeC03 which occurs naturally as the mineral siderite has a rhombohedral
structure. The octahedron of oxygens around the iron is trigonally distorted
along the c axis which is the magnetic axis below the Neel temperature. The
ground state is a doublet and the high symmetry eases interpretation of the
data.

Early data on the antiferromagnetic state (TN = 38 K) showed a positive
value for e2qQ as expected and allowed estimates of the orbital and dipolar
terms [6, 42]. The sign of e2qQ was confirmed as positive by the magnetic
perturbation method [32], and polarisation measurements using magneti-
cally split iron metal sources and absorbers in external fields verify the
positive sign of the internal field [47]. Goldanskii et al. [48] used oriented
single crystals of FeC03 in experiments to measure quantitatively any
anisotropy of the recoil-free fraction. A substantial anisotropy was claimed
to be derived from the angular variation of the line intensities of the quadru-
pole doublet. However, a counter-claim by Housley et al. [49] refutes their
results on the grounds that no allowance was made for the polarisation
dependence of the molecular absorption cross-sections, and therefore the
calculated areas for y-ray directions not parallel to the c axis are incorrect.

0·92

1·00

0'96

..'

gO'88
.~

.~

~0'84..
~
'"~0'80

0·76

0'72

0'6~':-4---....---.....Z----'-l--...L
O
-_-l..-_-J

Z
---J.

3
--...J

4
Velocity / (mm s-')

Fig. 6.15 Room-temperature Mossbauer spectrum of a siderite (FeCOa) single
crystal with the y-ray beam normal to the c axis. [Ref. 49, Fig. 2]
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The total cross-section in any direction is independent of polarisation, but the
individual line cross-sections are not. A typical oriented crystal Mossbauer
spectrum of FeC03 is shown in Fig. 6.15. One of the consequences of the
modified theory is that the theoretical area ratio is comparatively insensitive
to the recoil-free fraction and that it is unrealistic to determine it by an area
ratio method. The presence of impurities and imperfections in the mineral
specimens was held to explain some of the experimental deviations from pre-
diction. No direct evidence for anisotropy of the recoil-free fraction was ob-
tained, a conclusion since verified by Goldanskii [50], who made new polarisa-
tion measurements using single crystals of FeC03 as polariser and analyser.

FeC03 can show a transition from antiferromagnetic to ferromagnetic
ordering in very large applied fields (metamagnetism) [51] in the same way as
already described for FeCI2 • In a field of 100 kG the sublattice with spins
normally antiparallel to the field have a faster relaxation time than the parallel
sublattice. Consequently as the temperature is raised the resonance lines from
the former show line broadening as shown in Fig. 6.16. The outer line on the

1-QO~ IIIP ,._'f""J_~...
T=8·6K

T=19·7K

<:

:; 0·95
<:

"1100f....J::.:·:·.;~ ....a:

0·95

864-8 -6 -4 -2 0 2
Velocity I (mm s·t)

Fig. 6.16 Mi:issbauer spectra of FeC0 3 in fields of 100 kG applied parallel to the
spin ordering axis. Note the broadening by spin relaxation of the antiparallel
sublattice components compared to the parallel sublattice as shown by the resolved
pair of equivalent lines which are arrowed. [Ref. 51, Fig. 3]

right, corresponding to the larger field associated with the parallel sublattice
in the external field, remains sharp with rise in temperature; whereas the inner
line, being the corresponding one from the antiparallel sublattice, broadens
and effectively disappears as the Neel temperature is approached. Being able
to distinguish the sublattice in this way confirms that the magnetic field has a
positive value at saturation of +184 kG. Detailed measurements near the
Neel temperature without an applied field also show evidence for the relaxa-
tion effects [52].
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IRON(II) SALTS OF OXY ACIDS AND OTHER ANIONS I 137

[Fe(H20)6](C104)2

Although little is known about the structure of hydrated iron(II) per-
chlorate it is likely that it contains [Fe(H20)6]2+ units like the isomorphic
[Mg(H20)6](Cl04h. The typical Fe2+ quadrupole doublet is seen [53], but
an unusual behaviour is observed between about 220 and 250 K. In this
region one pair of lines is gradually replaced by another, showing that a
change has taken place in the symmetry of the Fe2+ ion. The same pheno-
menon is found in the isomorphic cobalt(II), nickel, and magnesium com-
pounds when crystallised with 1·5 atom % of 57Fe although the change
occurs at different temperatures. The quadrupole splitting decreases from
3·4 mm S-l at 108 K to 1·4 mm S-l at 298 K and achange in the distortion of
the octahedron is suggested. No other data are available.

Fe3(P04b8H20
Vivianite, Fe3(P04h8H20, has a monoclinic structure with two crystal-
lographically inequivalent Fe2+ positions, Fe(1) and Fe(2), in the relative
proportions 1: 2. Fe(1) is octahedrally coordinated by four water molecules
and two oxygens of (P04)3- ions, whereas Fe(2) sites occur in pairs as edge-
shared octahedra and are each coordinated by two water molecules and four
oxygens of (P04h- ions. Vivianite becomes antiferromagnetic at 8·8 K.

Single crystals and polycrystalline samples of naturally occurring vivianite
have been examined in detail [54]. The paramagnetic state gives a four-line
Mossbauer spectrum at 80 K in which the weaker quadrupole doublet, which
also has the smaller splitting, can be assigned to the Fe(1) site. Both sites lie
on the crystal b axis and have axial symmetry so that the b axis must represent
one of their respective electric field gradient axes, and the other two lie in the
ac plane. The area ratios of the spectra of single crystals show that Vzz is
positive (e 2qQ > 0) and is in the ac plane. At 5 K a complex magnetic
spectrum with at least 9 resolved components is seen. Gonser and Grant
reject an earlier interpretation by Ono et al. [42] in which equal magnetic
fields were assumed for the two sites. The new values quoted are 268 kG for
the Fe(l) site and 135 kG for the Fe(2) site. Several components of the two
spectra overlap fortuitously. Orientation experiments verify that the spin
axes of both sites are parallel to the ac plane.

Determination of the spin directions within the ac plane was accomplished
by using a a.-Fe source and a single crystal of vivianite at room temperature.
The spectra contained many lines because both absorber and source were
split, but could be analysed successfully to show that Vzz bisects the 104·5° ac
angle for the Fe(1) site and that Vzz for the Fe(2) site is perpendicular to this.
Although the spin axes for both sites at low temperature were thought to be
parallel to the Vzz direction for Fe(l) an independent investigation by
neutron diffraction and Mossbauer methods did not confirm this [55]. The
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spin axes are not collinear but are angled at 42° to each other; Vzz for Fe(l)
is approximately parallel to its spin axis and makes an angle of 48° with
Vzz for Fe(2). The considerable depth of the data analysis gives an unusually
detailed insight into the magnetic ordering processes in the vivianite.

Fe3(P04b4H20
Fe3(P04hAH20, known as ludlamite, also contains two iron sites, Fe(l)
and Fe(2), in the ratios 1 : 2 and is antiferromagnetic below 15 K. The ordered
phase gives a Mossbauer spectrum with two hyperfine fields [56]. The relation
between the electric field gradient tensors and the spin axes were determined
and the symmetry was shown to be lower than in Fe3(P04)2.8H20; however,
the magnetic ordering has not yet been studied in detail.

Li(Fe,Mn)P04
The lithium orthophosphate LiFeo.gMno'2P04 is a naturally occurring
mineral. It orders antiferromagnetically at low temperature, and the spectrum
at 4·2 K indicates a magnetic field of 129 kG, e2qQ/2 = +2·71 mm S-I, and
1] = 0,8, with the magnetic and electric field gradient axes collinear [57].
Temperature-dependence data have not been published.

Fe(HCOOh·2H20
Iron(II) formate contains two basically different types of Fe2+ ion, one of
which (A) is coordinated to six formate oxygens and the other (B) to two
formate oxygens in a trans-configuration and four water molecules. Four
equally intense lines are observed in the Mossbauer spectrum [58, 59]. The
greater sensitivity of Ll than 15 to environment allows a confident assignment
to two quadrupole doublets on a BAAB basis. The smaller quadrupole
splitting is probably associated with the more symmetrical site, and the
orbital states have been considered [59].

FeC20 4·2H20
Although hydrated iron(II) oxalate is a well-known complex, its crystal
structure is unknown; it has been classified as possessing rhombic symmetry.
The spectrum of the low-temperature antiferromagnetic phase [42, 60] shows
that the asymmetry parameter is approximately 0·7. The major axis of the
electric field gradient tensor appears to be perpendicular to the magnetic
axis. e2qQ is negative, but this cannot be confirmed by the magnetic perturba-
tion technique because of the effect of the large asymmetry parameter [30].
Only two broad lines are seen at 20 K and presumably the Neel point is close
to this temperature. The contributions to the internal field were estimated
(see Table 6.2), as were the excited-state electronic levels [5].

Fe3B70 13X
The iron boracites have the formula Fe3B70 13X where X = CI, Br or I. The
iron is coordinated by two halogens as well as by four oxygen ions, and so the
[Refs. on p. 164]
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compounds belong equally to this section and to the preceding one on halogen
complexes of iron(II). They have a well-known orthorhombic cubic high-
temperature phase transition. The cubic phase has a very high symmetry
at the iron site, but in the orthorhombic phase two different site distortions
occur. The resultant spectra [61,62] are illustrated in Fig. 6.17, and clearly
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Fig. 6.17 Mossbauer spectra of the three phases of Fe3B7013Br. (A) cubic, (B)
orthorhombic, (C) trigonal. [Ref. 61, Fig. 1]

show the two types of iron in the latter phase. Unexpectedly, a third type of
spectrum was seen at lower temperatures in which there is only one type of
iron and this gave the first evidence of a second phase transition from
orthorhombic to a trigonal phase. The chemical isomer shifts showed no
discontinuities at the phase transitions and at 300 K were as follows:
Fe3B7013Cl, 1'14; Fe3B7013Br, I-l4; Fe3B7013I, I-l2 mm S-1.

Frozen Solutions
Some initial experiments on frozen solutions oftheiron(II) salts FeCI2.4H20
[Fe(H20)6](CI04h, [Fe(H20)6]S04.H20, and [Fe(H20)6](NH4MS04h,
showed that the iron species in each matrix was identical and unaffected
by the anion [63]. Very unusual behaviour was detected at about 190 K
due to a phase transition in the ice [64], a.nd this was later confirmed [65]
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in a detailed study of the frozen solutions of iron(ll) chloride. Quench-
ing from the liquid state to 78 K produces [Fe(H20 6)]2+ ions trapped
in a cubic ice lattice rather than in the stable hexagonal ice form. Warm-
ing to 193 K induces an irreversible transformation to hexagonal ice which
is clearly detected by the discontinuous change in the quadrupole split-
ting. In the immediate region of the transition temperature the Mossbauer
spectrum disappears completely because the increase in diffusion reduces the
.f-factor. Subsequent slow coolingdoes not regenerate the cubic form although
quenching does. The [Fe(H20)6]2+ in hexagonal ice has axial symmetry with
an Ixy) ground state and its orbital properties have been discussed. Above
233 K the spectrum again disappears because of eutectic formation. It also
proved possible to generate the unstable hydrate FeCI2.6H20 in a precipitated
form [65, 66].

Other frozen solution studies of ferrous salts include ternary systems such
as Fe2+-Sn4+-H20 [66] and FeCI2-KF-H20 [67]. In the latter case there
was no dependence of the spectrum on the anion, which may be presumed
therefore not to participate in formation of the inner hydrate layer. Non-
aqueous solvent studies are also feasible, e.g. FeCl2 when dissolved in mix-
tures of methanol and formamide and frozen, appears to form at least two
distinct solvated species [68].

6.3 Iron(I1) Complexes with Nitrogen Ligands
Many of the compounds which were discussed in the previous two sections
could be described as 'classical' inorganic compounds; they have been known
for a long time and are well characterised, frequently with an X-ray crystal
structure. In more recent years a large number of new complexes have been
prepared in which one or more ofthe ligands about the iron is a nitrogen base,
e.g. pyridine. Detailed characterisation of these complexes is still in progress,
and one of the physical techniques which has been applied is Mossbauer
spectroscopy, although the lack of structural data frequently limits its use
to a more qualitative approach. However, the spectrum obtained can usually
establish the oxidation state and spin state unequivocally, and might also
show the presence of any major impurity in the preparation.

The ligand-field strengths of nitrogen bases are generally greater than
those of oxygen and the halogens, and are sometimes high enough to over-
come the electron repulsion energies and cause spin pairing. In a number of
examples an equilibrium is found between the high-spin sT2 and low-spin
1A 1 states, and this ligand-field 'crossover' situation is considered separately
in more detail in Chapter 8.

[Fe(NH3)6F+

Atypical results have been found in ferrous complexes containing the
[Fe(NH3)6]2+ cation [69]. [Fe(NH3)6][Fe2(CO)s] and [Fe(NH3)6]CI2 both
[Refs. on p. 164]



IRON(II) COMPLEXES WITH NITROGEN LIGANDS I 141

give a very sharp single-line resonance from the cation at 295 K, despite the
fact that the electronic spectra show clear splitting of the 5T1g -J>- 5Eg bands
which indicates distortion of the octahedron. In order to explain the lack of a
quadrupole splitting a dynamic Jahn-Teller effect was proposed. This results
in time-averaging of the electric field gradient within the Mossbauer lifetime,
but not in the optical measurement time-scale. A small doublet contribution
appears in the spectra at 80 K, the explanation for which is not clear. The
similar octahedral cations [Fe(MeCN)6]2+ and [Fe(PhCN)6P+ both differ
in that a small quadrupole splitting is seen despite a smaller ligand-field
splitting in these compounds. Parameters for the cations only are [69]

[Fe(NH3)6][Fe2(CO)S]

[Fe(NH3)6]CJ 2

[Fe(MeCN)6][FeCI412
[Fe(phCN)6][FeCI4h

T/K
295
80

295
80

295
80

295
80

t.j(mm S-1) 11 (Fe)/(mm S-1)
o 1·04
o H5
o 1·02

{
o HO
1·50 1·12
0·27 H4
0·48 1·23
0·75 1·02
1·31 1·22

Independent work on [Fe(NH3)6]CI2 has found that the appearance of a
doublet spectrum at low temperatures is accompanied by hysteresis effects
[70]. The lack of splitting at room temperature was attributed to the onset of
free rotation about the Fe-N bonds of the NH3 ligands, thereby generating
a higher effective site symmetry at the iron, although there appears to be less
evidence for this than for the dynamic Jahn-Teller effect.

Fe(PY)4X2

A number of spectra have been measured for pyridine complexes of the
general type Fe(pY)4X2 where X = CI, Br, I, NCS, or NCO [71-74]. The
quadrupole splittings, chemical isomer shifts, and magnetic moments (fl.) are
listed in Table 6.4. The shift is generally lower than in complexes with co-
ordination to oxygen by about 0,1-0,2 mm S-1.

The magnetic moment and the quadrupole splitting of a complex are both
dependent on its orbital state because of the anisotropy of the Fe2+ ion, and
it is possible to formulate a mathematical relationship between the two using a
simplified model with a trans-geometry and axial symmetry [71]. The quadru-
pole splitting is more sensitive to small distortions from octahedral symmetry
than the magnetic moment and the converse is true for large distortions.
Although experiment is approximately in agreement with theory, many
approximations have to be made and the degree of error in magnetic moment
measurements may be quite large [72].

Yellow and violet forms of Fe(PY)4(NCSh are known and were originally
[Refs. on p. 164]
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Table 6.4 Mossbauer parameters for high-spin iron(II) complexes with pyridine

Compound T/K
~ S S (Fe) Reference/(mms- 1) /(mms-1) /(mms- 1) ,,/BM

Fe(PY)4Cb RT 3·14 1·13 (SS) 1-04 5·34 71
295 3·08 0·86 (Pd) 1·04 5·35 72

Fe(pY)4BrZ RT 2·52 1-16 (SS) 1·07 5·28 71

Fe(PY)4Iz RT 0·65 1·25 (SS) 1-16 5·90 71

Fe(PY)41z.2PY RT 0'83 1-17 (SS) 1·08 5-64 71

Fe(PyMNCSh RT 1·52 1·21 (SS) 1-12 5-47 71
RT 1·53 1-16 (Fe) 1-16 73
295 1'56 0·90 (Pd) 1·08 5-41 72
300 1·52 1·33 (NP) 1'07} 7480 1·97 1·42 (NP) 1-16

Fe(PyMNCOh RT 2·52 1'24 (SS) 1-13 5'13 71

Fe(PY)4(NCO)ZPY RT 2'59 1·24 (SS) 1-15 5'20 71

thought to be cis- and trans-isomers respectively. Their Mossbauer spectra are
identical and this initiated further work which indicated that the violet form
was identical to the yellow form except for a small amount of Fe3+ impurity
[73, 74]. The possibility oflinkage isomerism was also ruled out and compari-
son of the single-crystal X-ray patterns with those of the isomorphous
trans-nickel and cobalt complexes established that both the yellow and violet
forms were, in fact, trans.

If all the pyridine complexes in Table 6.4 are considered to have a trans
geometry then the quadrupole splitting will provide a measure of the elonga-
tion or compression along this axis. It is interesting to note that in the pairs
Fe(pY)4I2/Fe(pY)4I2.2py and Fe(py)iNCOh/Fe(py)iNCOh2py where
there is no change in the primary coordination sphere there is little change
in the Mossbauer parameters.

The thermal decomposition of Fe(pY)4CI2 gives a series of intermediate
products [75]. The stepwise process is

Fe(py)4CI2 -+ Fe(pY)2CI2 -+ Fe(py)CI2 -+ Fe3(pY)2CI6 -+ FeCl2
All but the first of these show a small quadrupole splitting and may have an
octahedral iron environment with bridging chlorines.

Fe(phen)2X2

Parameters for the 1,IO-phenanthroline complexes, Fe(phenhX2, with
X = Cl-, Br-, 1-, NCS-, NCSe-, N3- are listed in Table 6.5. The local
symmetry is lower than in the Fe(py)4X2 complexes because of the bidentate
phenanthroline group, and this results in a larger Fe2+ quadrupole splitting
and smaller magnetic moment. Of particular interest are Fe(phen)2(NCSh
[Refs. on p. 164]



IRON(II) COMPLEXES WITH NITROGEN LIGANDS I 143
Table 6.5 Mossbauer parameters for high-spin iron(II) complexes with
1,1O-phenanthroline

Compound T/K
~ Il Il (Fe) /BM Reference/(mms· 1) /(mms· 1) /(mms·1) /L

Fe(phen)zClz RT 3·28 1·15 (88) 1·06 5·27 71
77 3,15 I ·025 (Fe) 1·025 76

Fe(phenhBrz RT 3·26 I-I6 (88) 1·07 5·15 72
77 2-81 1,009 (Fe) 1,009 76

Fe(phen)zIz 77 2-80 1·052 (Fe) 1·052 76

Fe(phen)z(NC8h* RT 3·09 I-I3 (88) 1·04 5·22 71
RT 2·67 0,98 (Fe) 0,98 5·20 77
298 2·7 I-I7 (Cr) 1·02 78

Fe(phen)z(NC8eh* RT 2·52 1·03 (Fe) 1·03 5·20 77

Fe(phen)z(N3h 77 2·88 1,000 (Fe) 1·000 76

Fe(2-CI-phenh(ClO4)z 77 1·50 I ·017 (Fe) 1·017 76

* Ligand-field crossover phenomena recorded at lower temperatures (see Chapter 8).

and Fe(phenMNCSeh which show a ligand-field crossover below ambient
temperature. These are discussed more fully in Chapter 8.
Fe2 +o-Phenylenediamine Complexes
The new complexes ofo-phenylenediamine with iron are all high-spin iron(II),
but feature several structural types: [79]

(i) [Fe(opda)2X2] (X = CI, Br, and I): 6-coordinated with two chelating
(opda) ligands and probably with a trans-geometry.

(ii) [Fe(opda)3CI2]: two iron environments.
(iii) [Fe(opdahX2] (X = Br, I): 6-coordinated with three chelating (opda)

ligands.
(iv) [Fe(opda)4X2] (X = CI, Br): 6-coordinated with 4 monodentate

(opda) ligands.
(v) [Fe(opda)412]: probably 6-coordinated with two chelate and 2 mono-

dentate (opda) ligands.
(vi) [Fe(opda)6CI2]: 6 monodentate ligands.
The Mossbauer parameters, which are in Table 6.6, have not been fully

analysed, but of particular interest is the discovery of two different iron
environments in [Fe(opdahCI2].
Other Fe2+ Octahedral Complexes
Several other monodentate and bidentate nitrogen ligands have been studied
and parallel t~ pyridine and 1,1O-phenanthroline systems closely. The
isoquinoline and y-picoline derivatives are believed to have axial symmetry
and an Ixy) ground state [72]. The complex Fe(di-2-pyridylamineMNCSh
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Table 6.6 Mossbauer parameters for other octahedral high-spin iron (II)
complexes

Compound T/K
t. S/(mm S-I) S (Fe)
/(mm S-I) /(mms- I) fL/BM Reference

[Fe(opdahCI2] 290 2-89 1·02 (NP) 0'76 79
80 3'17 H4(NP) 0·88

[Fe(opdahBr2] 290 2·35 0·96 (NP) 0·70 79
80 2-94 1·09 (NP) 0·83

[Fe(opdahI2] 290 0·87 0·92 (NP) 0·66 79
80 1'19 1·09 (NP) 0·83

[Fe(opdahCI2] 290 2-89,0'86 1,02,1'00 (NP) 0'76,0'74 79
80 3'16, 1·27 1'15,HO(NP) 0'89,0'84

[Fe(opdahBr2] 80 1·12 1·09 (NP) 0·83 79

[Fe(opdahI2] 290 0·84 0·98 (NP) 0·72 79
80 1·34 1·07 (NP) 0'81

[Fe(opda)4CI2] 290 0'87 0·99 (NP) 0·73 79
80 1·20 1·08 (NP) 0'82

[Fe(opda)4Br2] 80 1'56 I'll (NP) 0·85 79

[Fe(opda)412] 290 1·42 0·98 (NP) 0'72 79
80 2·06 1·05 (NP) 0·79

[Fe(opda)6CI2] 290 1·30 0'96 (NP) 0·70 79
80 2·00 1·09 (NP) 0·83

Fe(IQ)4Cb 295 3·18 0·85 (Pd) 1·03 5-30 72

Fe(IQ)~r2 295 2·21 0·82 (Pd) 1·00 5·51 72

Fe(IQ)4I2 295 0'40 0·79 (Pd) 0·97 5-61 72

Fe(IQMNCSh 295 1·50 0'93 (Pd) 1·11 5·44 72

Fe(y-pic)4CI2 295 2·98 0·87 (Pd) 1·05 5-38 72

Fe(y-pic)4Br2 295 1·28 0·81 (Pd) 0·99 5-60 72

Fe(y-pic)4I2 295 0·19 0·75 (Pd) 0·93 5-67 72

Fe(y-picMNCSh 295 1-67 0·90 (Pd) 1·08 5·35 72

Fe(dipyamh(CI04)2 RT 2·37 0·85 (Pd) 1·03 5·52 80
RT 2·51 1·27 (NP) 1·01 5·36 81

Fe(dipyamhCb RT 2-23 0·84 (Pd) 1·02 5·41 80

Fe(dipyamhCI2.2H20 RT 2·35 1·22 (NP) 0·96 81

Fe(dipyamhBr2 RT 2-12 0·83 (Pd) 1·01 5·52 80

Fe(dipyamh(NCSh RT 2,62,1,66 0·85 0'89, (Pd) 1'03, 1·07 5·48 80

*Fe(bipyh(NCSh (I) RT 2-18 1·06 (Fe) 1·06 82
* (II) RT 2·31 1·06 (Fe) 1·06 82
* (III) RT 2·13 1·06 (Fe) 1·06 82

IQ = isoquinoline; y-pic = y-picoline; dipyam = di-2-pyridylamine;
bipy = 2,2'-bipyridyl.

* Spin 'crossover' seen at lower temperatures (see Chapter 8).
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is anomalous in that it contains two iron sites, [80] although it does not show
the 'crossover' found for the 1,1O-phenanthroline and 2,2'-bipyridyl iso-
thiocyanates.

Relevant Mossbauer parameters are listed in Table 6.6. The 2,2'-bipyridyl
complex with isothiocyanate exists in three polymorphs [82], all of which
sho~ spin 'crossover' (see Chapter 8).

Several compounds of the type FeL6(CI04h where e.g. L = pyridine-N-
oxide or dimethyl sulphoxide have been characterised [83].

Other Fe2+ Complexes
Parameters have been measured [80, 84] for a number of4-coordinate iron(II)
complexes which can be thought of as derived from the corresponding
FeX4

2- ions (see Table 6.7). The Fe(dipyam)X2and Fe(quin)2X2 complexes
show a larger quadrupole splitting than the [Fe(quin)X3]- anions implying
a greater distortion from Td symmetry in the former cases as might be ex-
pected. The increased covalency in tetrahedral environment causes a decrease
in chemical isomer shift of about 0,1-0,2 mm S-l from the corresponding
octahedral type of complex. Triphenylphosphine oxide has a ligand-field
strength similar to that of chlorine and only a small quadrupole splitting is
seen in Fe(Ph3PO)2CI2, similar to that in the FeC14

2- ion.
The nominally similar complexes FeCl2(acetamide)2,FeCI2(formamide)2'

FeCI2(benzamide,) and FeCI2(aniline) have all been characterised as high-
spin Fe(II) compounds [85], but are believed to have halogen bridged struc-
tures with a higher coordination. However, the parameters are listed in
Table 6.7 for convenience. Fe(terpy)Br2' Fe(terpy)I2, and Fe(terpy)(NCS)2
are all believed to be 5-coordinate complexes [86], but Fe(terpy)CI2 on the
other hand shows two resonances corresponding to high and low-spin
Fe(II) and is obviously formulated as [Fe(terpY)2][FeCI4 ].

The high-spin Fe2+ complexes which have been discussed so far in this
chapter have chemical isomer shifts at room temperature in the range
0,7-1,5 mm S-l relative to iron metal. Although there appears to be little
possibility of finding shifts above this range, there is some evidence of values
much lower than this. The compounds
di[w,w'-(N,N'-dimethylethylene diamine)]-o-tolyliron(II), structure I and
di[w,w'-ethylenedioxy]-o-tolyliron(II), structure II

may fall into this category [87].

CH2-CH2

CH3" I I/CH3
/N N"

8<0 (1) (II)

n
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146 I HIGH-SPIN IRON COMPLEXES

Table 6.7 Mossbauer parameters for other high-spin iron(lI) complexes

Compound T/K
~ Ii Ii (Fe)

JL/BM Reference/(mms- 1) /(mms- 1) /(mm S-1)

Fe(dipyam)Clz RT 2-71 0,64 (Pd) 0·82 5-34 80
Fe(dipyam)Brz RT 2·42 0·64 (Pd) 0·82 5'40 80
Fe(dipyam)Iz RT 1-83 0,63 (Pd) 0,81 5·57 80

Fe(quin)zClz 295 2'72 0'87 (Fe) 0'87 5,20 84
Fe(quinhBrz 295 2·71 0·83 (Fe) 0·83 5·19 84
Fe(quinhlz 295 2'22 0'78 (Fe) 0'78 5'28 84

(Et4N)[Fe(quin)Ch] 295 2·08 0'88 (Fe) 0'88 5'30 84
(Et4 N)[Fe(quin)Br3] 295 2'1 0'86 (Fe) 0·86 5·35 84

Fe(3-methyIIQhClz 295 2·21 0'86 (Fe) 0'86 5·26 84
Fe(3-methyIIQhBrz 295 1-81 0·85 (Fe) 0,85 5·29 84

Fe(Ph3POhClz 295 0·80 0·97 (Fe) 0'97 84
Fe(Ph3POhBrz 295 2-21 1'01 (Fe) 1'01 84

FeClz(acetamideh 295 2-64 1'39 (NP) 1'13 85
77 2-80 1'55 (NP) 1·29 85

FeClz(formamide)z 295 2·65 1'42 (NP) 1'16 85
77 3'00 1'59 (NP) 1,33 85

FeClz(benzamide) 295 2'57 1'41 (NP) 1'15 85
77 2-87 1'54 (NP) 1·28 85

FeClz(aniline) 295 1-69 1'37 (NP 1·11 85
77 2'18 1'49 (NP) 1·23 85

Fe(terpy)Brz RT 2'76 0'89 (Fe) 0'89 86
78 3·16 1·01 (Fe) 1'01 86

Fe(terpy)Iz RT 2·51 0'83 (Fe) 0'83 86
78 3,18 0'98 (Fe) 0·98 86

Fe(terpy)(NCSh RT 2-46 0'88 (Fe) 0'88 86
78 2'78 1·03 (Fe) 1,03 86

Fe(terpy)Clz RT 0'98,1,69 0'21,0'91 (Fe) 0'21,0'91 86
78 0'99,3'05 0,27, 1,06 (Fe) 0'27,1'06 86

quin = quinoline; 3-methylIQ = 3-methylisoquinoline; dipyam = di-2-pyridylamine;
terpy = 2,2,'2"-terpyridyl.

The iron-carbon bonds can be presumed to be strongly covalentt.- The
appropriate Mossbauer parameters are

Compound T/K ~/(mms-1) S(Fe)/(mm S-1) JL/BM

I 298 2·16 0·32 4-45
77 1,28 0·44

II 298 2,08 0·52
77 2-40 0·68

[Refs. on p. 164]
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Two disturbing features about the data on compound I are that its magnetic
moment of 4·45 BM is significantly lower than the spin-only value of 4·9 BM
for a d 6 high-spin complex with an assumed distorted tetrahedral geometry,
and that its quadrupole splitting decreases drastically with decrease in
temperature. It may be that detailed characterisation will reveal some
tendency to an S = 0 (or intermediate S = I state if the geometry is con-
siderably distorted) at low temperatures which could account both for the low
moment and for the reduced splitting. The complex II appears to be more
normal in behaviour.

Some early work on chelate complexes of high-spin iron(II) with salicyl-
aldoxime (III) and salicylaldehyde (IV) derivatives gave abnormally low
chemical isomer shifts in the range 0·40-0·56 mm S-l [88-90]. It has recently
been shown [91], however, that oxidation takes place unless the preparations
are conducted under strict anaerobic conditions. The true high-spin iron(II)
chelates show shifts in the range 0,94-1,30 mm S-l with large quadrupole
splittings and are in every way typical of the oxidation state (the values
were measured at liquid nitrogen temperature with respect to sodium nitro-
prusside and have been converted).

Compound

III (X = OH)
IV
III (X = H)
V (Z = (CH2)2)
V (Z = o-C6H 4 )

before oxidation

~/(mms-l) S(Fe)/(mms- 1)

2'53 1'30
2'51 1-17
2'53 1'21
2'50 0·98
2-42 0·94

after oxidation

~/(mms-l) o(Fe)/(mms- 1)

0'86 0·36
0·82 0'42
0'91 0·43
0·82 0·39
0'81 0·37

(m) <IV)

(V)
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B. HIGH-SPIN IRON(III) COMPLEXES
6.4 lron(III) Halides
FeF3

Iron(III) fluoride has a unique iron environment comprising an almost
regular octahedron of fluorines. The compound is antiferromagnetic below
363 K [92, 93]. Above this temperature only a single resonance line is seen,
while below it the spin relaxation time is sufficiently short that the internal
field is a true time-average and a six-line spectrum results. The chemical
isomer shift at 296·5 K is 0·489 mm s-1, and at 4·2 K the internal magnetic
field is 618·1 kG with an estimated quadrupole coupling constant e2qQ/2 of
-0,044 mm S-l. The latter is too small to cause other than a slight broaden-
ing of the paramagnetic resonance, but is clearly seen as a first-order per-
turbation of the six-line spectra (see section 3.6). Some typical spectra are
shown in Fig. 6.18 and illustrate the higher symmetry (compared with
Fe2+) inherent in an Fe3+ (d 5 ) hyperfine pattern because of the low magnitude
ofquadrupole effects. One group [95] reported partial collapse of the hyperfine
splitting in the 10° immediately below TN' but this has been proven to be a
result of slight impurity in the FeF3 and not a property of the pure com-
pound [93]. Detailed study of the sublattice magnetisation close to the Neel
temperature [93] shows that it follows the equation given for M(T) under
iron(II) fluoride on p. 113 with (3 = 0·352 and D = 1·21. Essentially the
same results were obtained independently [96]. The data on FeF3 are com-
pared with those obtained for other high-spin iron(III) halogen complexes
in Table 6.8.

FeF3 ·3H20
FeF3 .3H2 0 gives a smaller chemical isomer shift than FeF3 at room tem-
perature but shows a substantial quadrupole splitting (see Table 6.8). The
shift decreases regularly and reversibly with increase in pressure up to 175
kbar, and at the same time the quadrupole splitting increases from 0·48 mm
S-l to 0·722 mm S-l [9]. The electron density at the nucleus and the electric
field gradient thus both increase with increase in pressure.

FeCl3

X-ray studies on FeCl3 at room temperature indicate a hexagonal unit
cell. The chlorine atoms are hexagonally close-packed with the iron atoms
occupying two-thirds of the possible octahedral sites in a layered array.
The iron environment is not perfectly octahedral although no quadru-
pole splitting is resolved in the paramagnetic Mossbauer spectrum. The
chemical isomer shift at room temperature [94] is 0·436 mm S-l which is to be
compared with 0·442 mm S-l for FeCI3 .6H20 and 0·489 mm S-l for FeF3 ;

[Refs. on p. 1641
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Fig. 6.18 Mossbauer spectrum of FeF3 at 4·2 K and in the vicinity of the Neel
temperature. [Ref. 93, Fig. 1 and Fig. 2]
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Table 6.8 Mossbauer parameters for octahedral halogen complexes of high-spin
iron(lII)

Compound T/K
~ 1l/(mm s-') 1l (Fe)
/(mms-') H/kG /(mlns-') Reference

FeFJ 364 - - 0'265 (Pd) 0·450 93
296·5 - - 0·304 (Pd) 0'489 93

4·2 -0,044 618·1 93
FeFJ.3H2O RT 0-48 - 0·445 (Fe) 0·445 9

FeCh RT - - 0·693 (NP) 0'436 94
78 - - 0'69 (Cr) 0·53 103
4·2 0'04 445 0'114 (Pt) 0·461 20

FeCIJ.6H2O RT - - 0·699 (NP) 0'442 94
300 0'97 - 0·27 (Pd) 0'45 100
78 - - 0·69 (Cr) 0'53 103
78 0'91 - 0'42 (Pd) 0'60 100

FeBrJ 78 - - 0'71 (Cr) 0·55 103

KJFeF6 RT 0·38 - 0·42 (Fe) 0·42 9

K 2[FeFs.H2 O] RT 0·40 - 0'54 (88) 0'45 105

[Co(NH3)6]FeCI6 77 - - 0·54 (Fe) 0·54 106
78 - - 0·59 (88) 0·50 109

[Co(en)3]FeCI6 78 - - 0'60 (88) 0·51 109
78 - - 0'744 (NP) 0·487 104

[Rh(pn)3]FeCI6 78 - - 0'777 (NP) 0·520 104

(MeNH3)4FeCI, 78 - - 0·746 (NP) 0·489 104

(NH4)2[FeCIs.HzO] RT - - 0·60 (88) 0'51 105
LN 0'23 - 0·64 (88) 0'55 105

the much larger differences in the equivalent iron(II) compound should be
noted (Table 6.1).

FeCl3 is antiferromagnetic below 15 K with a complex magnetic structure.
The Mossbauer spectra between 6 and 80 K confirm the ordering point and
show an increase in chemical isomer shift of +0·040 mm S-1 on passing
from the paramagnetic to antiferromagnetic state [95]. The extrapolated
value of the hyperfine magnetic field at °K is 487 ± 15 kG. More recent
values quoted are 468 ± 10 kG and 458 kG [20]. This is much lower than
the expected Fermi contribution of Hs = 550 kG for a 3d5 configuration
with only small contributions from HL and HD• The values of the hyperfine
magnetic field and chemical isomer shift have been held to imply a 3d506

4S0.45 configuration by covalent bonding [20]. The magnitude of the internal
field in an iron(III) complex is a good indication of the extent of covalency,
[Refs. on p. 164]
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and the available data are listed in approximate order of increasing covalency
in Table 6.9.

Table 6.9 The saturation internal magnetic field in iron(III) com-
plexes. Available data are averaged when necessary and given to
the nearest 10 kG

Compound

FeF3
NH4Fe(S04)2.12H20
NH4(Fe,Al)(S04)2.12H20
Fe2(S04h
MFe3(OHMS04)2t
FeCh
FeCI4-
FeBr4-

Fe(NCO)4-

H/kG

620
--580*

570*
550
470
470
470
420
390*

Nearest
neighbours

6F-
6H20
6H20

40H-,202-
6CI-
4CI-
4Bc
4(NCO)-

Reference

93
112,116
119,120
98

123
20,27,95

106
106
106

* From relaxation data.
t M = Na+, K+, NH4+, H30+, -!-Pb2+.

A recent study has revealed a previously unknown phase transition in
FeCl3 at about 250 K [94]. There is a small discontinuous decrease in the
chemical isomer shift with decreasing temperature of 0·003 mm S-1 which
has been confirmed by extremely careful measurement. A change in the close-
packed chlorine lattice to a face-centred cubic one by a shearing motion of
adjacent chlorine layers was postulated and subsequently verified by X-ray
diffraction. There is also the suggestion of a return to the hcp structure at
165 K so the cubic phase may be metastable.

FeCl3 .6H20
Hydrated iron(III) chloride has a trans-octahedral arrangement of 2Cl-
and 4H20 around the iron atom and can be formulated as the complex
[FeCliH20)4]C1.2H20 [97]. As shown in Table 6.8 its chemical isomer shift
is very similar to that of anhydrous FeCl3 itself. Wignall [98] has recorded a
symmetrical quadrupole-split doublet at 1·8 K, one component of which
broadens considerably as the temperature is raised. The iron-iron distance is
estimated to be about 6 A and it is at this separation that the spin-spin
relaxation times in high-spin iron(III) complexes become sufficiently large to
cause incomplete averaging during the Mossbauer event. A slight narrowing
of the resonance lines is seen when a small (2kG) external magnetic field is
applied at room temperature, because of relaxation effects [99]. This nar-
rowing is even more pronounced in a field of 8 kG, and this is illustrated in
Fig. 6.19 [l00]. The lowest-lying Kramers' doublet of the 6St ion is the
I ±!> state with a comparatively small separation from the higher levels.
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The zero-field spectra with gross asymmetry are a common feature of high.
spin iron(III) compounds. A difference has been noted between the crystalline
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Fig. 6.19 Mossbauer spectra of FeCh.6H 20 at 78, 197, and 300 K in an applied
magnetic field of 0 and 8 kG. [Ref. 100, Fig. I]

and vitreous forms of FeCIJ .6H20, the latter exhibiting only a single reso-
nance line [lOll.

Application of pressure causes an apparent reversible reduction to an
Fe2+ electronic configuration by charge transfer of an electron from a non-
bonding ligand orbital on to the central iron atom. The related [Fe(NHJ )6]CIJ
complex shows a different pressure dependence between 15-25 kbar and above
[Refs. on p. 164]



IROM(m) HALIDES I 153

25 kbar, and it is suggested that two different electron-transfer processes are
involved, such as from Cl- to iron-ammonia complex, and from NH3 to
Fe3+ [102].

FeBr3
Only one chemical isomer shift value has been published for the bromide
[103] (see Table 6.8).

FeX6
3 - Complexes

Few data are available on FeF63- and FeC163- complexes other than those
listed in Table 6.8. The pressure dependence of the chemical isomer shift and
quadrupole splitting of K3FeF6 are quite regular and similar to those of
FeF3.3HzO [9]. The small quadrupole splitting indicates a site symmetry
lower than cubic although the crystal itself has cubic symmetry.

Although FeC163- was previously thought to be stable only in the presence
of large cations such as [Co(NH3)6P+ and [Rh(l,2-propanediamine)3P+, the
spectrum of the complex (MeNH3)4FeCI7 has been used [104] to show that it
is in fact a double salt which should be formulated as the FeC163- complex
[MeNH3]3[FeCI6].MeNH3CI.

The complexes Kz[FeFs.HzO] and (NH4)z[FeCls.HzO] show a quadrupole
splitting as expected from their lower symmetry [105].

FeX4 - Complexes
Available data on tetrahedral halogen complexes of Fe3+ are summarised in
Table 6.10, the most comprehensive study of such anions being that by Ed-
wards and Johnson [106]. The complexes Ph4AsFeCI4, Me4NFeCI4' and
Et4NFe(NCO)4 remain paramagnetic down to at least 1·1 K, but Et4NFeCI4
and Et4NFeBr4 become antiferromagnetic at 3·0 and 3·9 K respectively.
Et4NFe(NCO)4 is an exception in that it shows a comparatively large
quadrupole splitting (+0· 86 mm S-l at 77 K) indicating a large deviation
from Ta local symmetry in this anion (see Fig. 6.20). A small splitting of 0'2
mm S-l is found in Ph4AsFeCI4. The others show no measurable electric
field gradient. The chemical isomer shift for Et4NFeCl4 (0'29 mm S-l) is
much less than those of FeCI3(0'53 mm S-l) and [Co(NH3)6]FeCI6 (0,54 mm
S-l) because of strong covalency and the short Fe-CI bond (2'19 Acompared
to 2.48 A in FeCI3), a similar situation to that already mentioned for the
FeX4z- complexes.

The zero-field spectrum of Ph4AsFeCI4 is a very broad line because of spin
relaxation, no doubt due to a large Fe-Fe separation. The magnitude of the
internal field at the nucleus at 1·6 K was measured in all the compounds
(except the Et4N+ salts of FeCl4- and FeBr4- which are already antiferro-
magnetically ordered) by applying a large external field to orient the spins,
and ranged from 470 kG for FeCI4 - to 420 kG for FeBr4- and 394 kG for
Fe(NCO)4-, being independent of the cation for the FeCl4- anions. The
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Table 6.10 Mossbauer parameters for tetrahedral halogen complexes of high-spin
iron(IlI)

Compound T/K
A IJ/(mm S-I) IJ(Fe)
/(mm S-I) H/kG /(mms- 1) Reference

Me4NFeCI4 77 0·00 479* 0·30 (Fe) 0·30 106
Ph4AsFeCI4 77 0·2 462* 0·3 (Fe) 0·3 106
Et4NFeCI4 77 0·00 465,475* 0·29 (Fe) 0·29 106
Et4NFeBr4 77 0·00 420* 0·36 (Fe) 0·36 106
Et4NFe(NCO)4 77 +0·86 394* 0·34 (Fe) 0·34 106
[Ti(acac)3]FeCI4 78 - - 0·45 (Cr) 0·30 108
[8i(acac)3]FeCI4 78 - - 0·39 (88) 0·30 109
[Ge(acac)3]FeCI4 78 - - 0·39 (88) 0·30 109
[Zr(bzbzh]FeCI4 78 - - 0·40 (88) 0·31 109
(pyHhFe2Clg 78 ........0 - 0-47 (Cr) 0·32 107
(PyH)3Fe2Brg 78 ........0 - 0·51 (Cr) 0·36 107
p-Cs3Fe2Clg 20 ........0 - 0·52 (Cr) 0·37 107
rx-Cs3Fe2Clgt 78 0·32 - 0·65 (Cr) 0·50 107
Et4NFeCl4 77 - - 0·539 (NP) 0·282 110
Et4NFeCl3Br 77 - - 0·542 (NP) 0·285 110
Et4NFeChBr2 77 - - 0·578 (NP) 0·321 110
Et4NFeClBr3 77 - - 0·590 (NP) 0·333 110
Et4NFeBr4 77 - - 0·607 (NP) 0·350 110

* Field measured at 1·6 K in an external magnetic field.
t rx-Cs3Fe2CIg has a distorted octahedral coordination.

reduction in H when compared to the hyperfine field in FeF3 for example
reflects the diminished spin density at the nucleus when the electrons of the
ion are delocalised onto the ligands by covalent bonding.

Suggestions thatthepyridinium complexes (pyH)3Fe2CIg and (PyH)3Fe2Br9
contained a ,u-trihalo dimeric anion, (Fe2X9)3-, were countered [107] by the
observation of a single-line Mossbauer spectrum compatible only with
tetrahedral FeCI4- anions. The complex CS3Fe2CIg exists in two forms. The
fJ-form evidently contains FeCI4- anions, but the (l-form gives a quadrupole-
split spectrum with a higher chemical isomer shift and therefore does contain
the Fe2CIg3- anion with 6-coordination to iron.

The complex [Fe(acac)3]TiCI4 was shown by Mossbauer spectroscopy to
have been incorrectly formulated; it is in fact [Ti(acac)3]FeCI4 [108]. The
complexes [Ge(acac)3]FeCI4, [Si(acach]FeCI4, and [Zr{(PhCO)2CH2h]FeCI4
are similar [109].

The mixed halides in the series Et4N[FeCI4_nBrn] (n = 0, I, 2, 3, 4) all
show a single-line resonance at 77 K despite the non-cubic symmetry of
FeCI3Br-, FeCI2Br2-, and FeCIBr3- [110]. Presumably there is little differ-
ence in the bonding between the chloride and bromide ligands, although there
is a small regular increase in the chemical isomer shift along the series
(see Table 6.10).
[RefS. on p. 164]
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Fig. 6.20 Mossbauer spectra of (a) Me4NFeC14at 4·2 K, (b) Et4NFeC14 at 77 K,
(c) Et4NFeBr at 77 K, (d) Ph4AsFeCl4at 77 K, and (e) Et4NFe(NCO)4 at 77 K.
[Ref. 106, Fig. 1]

The compounds Ph3PFeCI3 and Ph3AsFeCI3 have been briefly character-
ised and are probably tetrahedrally coordinated [85].

6.5 Iron(III) Salts of Oxyacids
Fe2(S04)3
Only brief details are available for anhydrous iron(lII) sulphate; it gives a
paramagnetic spectrum at room temperature [111] with a chemical isomer
shift of 0·39 mm S-1 and a quadrupole splitting of 0·60 mm S-1 [9]. A sharp
magnetic hyperfine spectrum is seen at 1·8 K with a field of 550 kG [98].

Fe2(S04h is one of a number of iron(lII) compounds which show a
partial reversible change to iron(II) ions under high pressure [9]. The
change is 15% complete at 25 kbar and 49% complete at 150 kbar. Pre-
sumably the energy barrier for ligand-to-Fe3+ electron transfer is sufficiently
small for the pressure to lower the barrier to the point where thermal exci-
tation can effect transfer. An analogy can be drawn with the better-known
photochemical reactions of iron.

[Refs. on p. 1641
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Iron(1II) Alums and Jarosites
Although relaxation broadening is very common in paramagnetic high-spin
iron(III) compounds, the theory for a complete interpretation is complex and
requires a detailed knowledge of the appropriate spin Hamiltonian. One of
the few cases where this has been available is for iron(III) ammonium alum,
NH4Fe(S04h-12H20.

At 1·8 K, for example, only a single broad line is seen [98]. Obenshain
et al. [112] found that a large external magnetic field (24 kG) parallel to the
y-ray axis could induce polarisation of the spins and give a four-line spectrum
(~m = 0 transitions forbidden) although still with broad lines. The effective
field for the I ±f> Kramers' doublet was derived as 563 ± 30 kG. At inter-
mediate fields a characteristic form of motional narrowing occurs, and theor-
etical interpretations have come from several sources [113-115]. Later work
extended the data to fields of up to 53 kG at 4·2 K [116], using a theoretical
fit which gave the internal field as 598 kG and there were two atomic spin
correlation times 'ie = 2·4 X 10- 9 s and 'ie' = 2·1 X 10- 9 s, both being
independent of the applied field and temperature. This data has since been
reinterpreted [117].

Application of a small external field (I kG) to iron(III) ammonium alum
causes substantial apparent narrowing of the resonance line [99], although
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Fig. 6.21 M6ssbauer spectra of 1·0% Fe3 + in NH..AI(SO..)2.l2D20 at three
temperatures. The spectra predicted by the spin Hamiltonian for the three Kramers'
doublets are shown. [Ref. 119, Fig. 1]

the total spectrum now comprises a narrow component superimposed on a
very diffuse background [118]. No satisfactory explanation of the low-field
data is yet available.
[Refs. on p. 164]
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The doping of aluminium ammonium alum, with up to 2% of the cor-
responding iron(III) salt, NH4(Fe,Al)(S04h12HzO, enabled a detailed
study to be made of relaxation processes as a function of iron concentration,
temperature, deuteration, and externally applied magnetic field [119, 120].
At high temperatures and zero field only a very broad resonance was seen,
but at low temperatures and low iron concentration substantial resolution of
magnetic hyperfine patterns can be obtained. At 20 K the magnetic lines are
comparatively sharp below an aluminium replacement concentration of 2
atom-per cent of Fe. The hyperfine pattern of the I±f) Kramers' doublet
gives a field of - 572 kG, with a small quadrupole splitting of -!eZqQ = 0'11
mm S-1 and a chemical isomer shift of 0·37 mm S-I. The I ±1-) pattern could
be seen by 'stripping' the I±f) components from the observed spectrum, but
was broadened, while the I ±-!) components were never resolved because of
their high relaxation rate. Some typical spectra are shown in Fig. 6.21.

Other alums have been cursorily examined [121].
A number of jarosites of general formula MFe3(OHMS04)Z(M = Na+,

K +, NH4+, H30+, -tPb2+) have been examined [122, 123]. They all give a
chemical isomer shift of about 0-43 mm S-1 and a quadrupole splitting of
1·2 mm S-1 at 300 K; they are antiferromagnetically ordered below about
60 K with internal fields of 470-480 kG at 4·2 K.

Fe3+ Salts with Other Oxyanions
The nitrate, Fe(N03h-9HzO, gives a broad resonance at 1·8 K due to
relaxation [98]. The application at room temperature of an external magnetic
field of up to 5 kG produces a central narrow component on a broad back-
ground similar to that observed with iron(III) alum, but the detailed relaxa-
tion processes have not been studied [118].

Chemical shifts for iron(III) chromate, basic chromate, and arsenate have
been reported [121]. Ferric phosphate, FeP04, is like FeZ(S04h in that it is
partially converted to an Fe2+ species by application of high pressure [9].
Typical spectra are shown in Fig. 6.22. Iron(III) dichromate, FeZ(CrZ07h, is
also converted to an Fe2+ species by pressure.

Iron(III) Oxalates and Acetates
Mossbauer spectroscopy has been used [124] to study the thermal decompo-
sition of the compounds FeZ(CZ04)3.6HzO, Ba3[Fe(CZ0 4h]z.8HzO, and
Sr3[Fe(CZ0 4h]z.2HzO. In air, all three show an initial decomposition process
involving a reduction of the iron(III) to iron(II) at about 250°C. The next
step produces small-particle FeZ03 which is superparamagnetic. The crys-
tallites grow at higher temperatures and produce the normal hyperfine
splitting. In the case of the strontium and barium compounds, the alkaline-
earth carbonate produced with the FeZ03 reacts at higher temperature to
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form successively oxides in the MFe03 _ x and M3Fez07 _ x series both of
which contain iron(IV) (for further details on oxide systems see Chapter 10).

The y-radiolysis of hydrated iron(III) oxalate has been shown to give new
components in the Mossbauer spectrum identical to those of iron(II) oxalate
[125]. A more detailed study of radiolytic decomposition has used as the
starting materials K 3 Fe(CZ0 4h-3HzO and K3Fe(CZ0 4h, both of which
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Fig. 6.22 M6ssbauer spectra of iron(III) phosphate showing the electron-transfer
process which takes place at high pressure. [Ref. 9, Fig. 6]

show relaxation broadening [126]. The irradiated materials were examined
before and after subsequent thermal annealing. The primary product of the
irradiation is an iron(II) compound with an octahedral environment as
shown by the high chemical isomer shift of the quadrupole doublet (1'16 mm
S-1). There are also signs of an unstable iron(II) intermediate which is 4
coordinate in the hydrated but 6-coordinate in the anhydrous oxalate.
Thermal annealing causes breakdown to the starting material and the final
iron(II) product.

Parameters for the stable oxalates are given in Table 6.11.
The spectra of five trinuclear iron(III) carboxylate complexes of the type

[Fe3(RCOzMOH)z]X.xHzO are consistent with high-spin iron(III) in a dis-
[Refs. on p. 164]
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torted environment but give little information about the structures of the
clusters [127].

Table 6.11 Mossbauer parameters for iron(III) oxalates

Compound T/K
~ 3/(mm S-I) 3 (Fe) Reference/(mm S-1) /(mms- I)

Fe2(C20 4h6H2O 300 0·57 0·15 (Cu) 0'37 124
4 0·65 0·22 (Cu) 0·44 124

Sr3[Fe(C20 4)3h.2H2O 300 0·44 0·16 (Cu) 0·38 124
78 0·23 (Cu) 0·45 124
4 0·23 (Cu) 0·45 124

Ba3[Fe(C20 4hh.8H2O 300 0·32 0·03 (Cu) 0·25 124
4 0·24 (Cu) 0·46 124

K3Fe(C204)3.3H20 RT 0·15 (Pd) 0·33 126

K 3Fe(C20 4h RT 0·15 (Pd) 0·33 126

Frozen Solutions
The study of frozen aqueous solutions of iron(III) compounds is only of
limited value because of the tendency to hydrolyse, and the relaxation
broadening [63, 128], and little work has been done. A potentially more
profitable application is the study of solvent extracts. Frozen nitrobenzene
extracts of iron(III) in HCI, HBr, and NaSCN solutions contain respectively
the FeCl4- and FeBr4 - anions and a 6-coordinate complex Fe(NCS)4X2-
(X is either water or nitrobenzene) [129, 130]. The spin-spin relaxation beha-
viour is dependent on the solvent, and trioctylphosphine oxide extracts show
partially resolved hyperfine structure.

6.6 Iron(III) Complexes with Chelating Ligands
Fe(acac)3 and Related Complexes
The spectrum of trisacetylacetonatoiron(III) was reported by several groups
during early Mossbauer investigations, but their data for the chemical isomer
shift were not self-consistent, mainly because the single-line spectrum is
extremely broad (about 2·0 mm S-1 at 4 K, decreasing to 1·4 mm S-1 at
300 K) and slightly asymmetrical. The width is largely attributable to relaxa-
tion processes [98], although the possibility of a quadrupole interaction is not
entirely excluded [131]. The chemical isomer shift is about 0·53 mm S-1 at
78 K. Dilute frozen solutions of Fe(acach in a mixture of 5 parts (by volume)
ethyl ether, 5 parts isopropane, and 2 parts ethyl alcohol show resolved
magnetic hyperfine structure as a result of a change in the spin-spin relaxation
time on increasing the iron-iron separation [98].
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Seven substituted-acetylacetonate complexes show very similar behaviour
to the parent species, except that in some cases the relaxation broadening at
78 K is not as great and a quadrupole effect ofup to O'75 mm s-1 is in evidence
[131]. Further interpretation would require detailed knowledge of the spin
interactions.

The iron(III) compound Fe(acachCI shows temperature-dependent spin-
relaxation properties similar to those already found in iron(III) chloro-
haemin, and the compound probably has the same square pyramidal struc-
ture [132]. The I ±t) Kramers' doublet lies lowest, and at low temperatures
results in a fast relaxation and a narrow spectrum. Increasing temperature
causes population of the I ±1) level, a slowing of the spin relaxation, and
considerable line broadening. The compound is definitely in an S = f spin
state (ft = 5·98 BM at 301 K) and makes an interesting contrast with the
square pyramidal S = t compounds such as (RzNCSzhFeX discussed in
Chapter 8.

EDTA and DTPA Chelates of Fe3+
A number ofchelates derived from ethylenediaminetetraacetic acid, H4EDTA,
and diethylenetriaminepentaacetic acid, HsDTPA, have been examined

Table 6.12 Mossbauer parameters* for iron(III) complexes with ethylenediamine-
tetraacetic acid (H4EDTA) and diethylenetriaminepentaacetic acid (H!DTPA)
[133-134]

Compound T/K
~ /) (Fe) Coordination
/(mms- I) /(mms- I) fL/BM number

HFe(H20)EDTA 298 0·498 0·371 6·16 6
78 0·422 0·457
4·2 0·358 0·466

LiFe(H2O)EDTA.2H2O 298 0'700 0·456 6·16 7
NaFe(H2O)EDTA.2H2O 298 0·695 0'472 6·22 7
KFe(H2O)EDTA.H2O 298 0·830 0·473 6·06 7

78 0·813 0·568
4·2 0·760 0·603

RbFe(H2O)EDTA.H2O 298 0·521 0-455 5·82 7
CsFe(H20)EDTA. ItH20 298 0·557 0·447 5·99 7
NH4 Fe(H20)EDTA.H2O 298 0·726 0·458 5·96 7
Me4NFe(H20)EDTA.2H20 298 0·655 0·447 6·06 7

H2FeDTPA.2H2O 298 0·844 0·375 6·16 6
Li2FeDTPA.3H2O 298 0'829 0·386 5-96 8
Na2FeDTPA.H20 298 0·953 0'396 5·99 8
K2FeDTPA.2tH2O 298 0·987 0·405 6·20 8
NH4 HFeDTPA.H2O 298 1·095 0·358 6·21 7

* Standard deviation in ~ and /) is 0·005 mm S-I; /) originally given with respect to
sodium nitroprusside.
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[133, 134]. The Mossbauer parameters are not very sensitive as to whether
the coordination number of the iron is six, seven, or eight, and the spectra
are broadened considerably by spin relaxation. Numerical data are in Table
6.12.

Hydroxamates
Spectra of several tris(hydroxamato) iron(lII) complexes such as tris(sali-
cylhydroxamato) iron(lII) trihydrate show chemical isomer shifts typical of
high-spin iron(lII) compounds, but gross relaxation broadening complicates
any attempt at detailed interpretation [135].

Nitrogen Chelates
A particularly interesting class of high-spin iron(III) compounds are those
with the ligand I,lO-phenanthroline (phen), 2,2'-bipyridine (bipy), 2,2',2"-
terpyridine (terpy), and N,N'-ethylenebis(salicylideneiminato) (salen). All
four form monomeric complexes which may be 5-coordinate in the case of
(salen), and also dimeric complexes with an Fe-O-Fe bridge. The inter-
molecular bonding in the binuclear species is weak, but does allow an
antiferromagnetic coupling between pairs of Fe3+ ions where the Fe-O-Fe
bridge is linear (but not if it is non-linear). The result of the spin coupling is
an anomalously low magnetic moment which is strongly temperature depen-
dent. The spin state is clearly shown to be S = i from the Mossbauer chemical
isomer shift, and the latter is therefore more clearly characteristic of the iron
than the magnetic moment (for examples appropriate to an S = ! state see
Chapter 7 and for S = t see Chapter 8). The available data summarised in
Table 6.13 are from several sources [136-141]. The classification according to
molecularity is made from a combination of infrared, magnetic, and Moss-
bauer data. Typical examples only are given in cases where a large family of
complexes has been studied.

The ligand salen can use one of its oxygen atoms to form a bent Fe-O-Fe
bridge, and the [Fe(salen)Cl] complexes contain the organic solvent as solvent
of crystallisation. The dimeric [Fe(salen)Cl]2 compounds are 6-coordinate,
and as such appear to have a slightly higher chemical isomer shift than those
which are monomeric and 5-coordinate. The weakness of the Fe-Fe and
Fe-solvent interactions is clearly shown by the very small variation in the
parameters concerned. The quadrupole splittings are independent of tempera-
ture because of the lack of significant valence-orbital contribution, but in
some cases are still very large (e.g. ~ = 2·35 mm S-1 at 77 K for the complex
[Fe(terpY)2]O(N03)4.H20) and reflect the low symmetry of the iron en-
vironment.

The magnetic moment in [Fe(salen)Clh decreases with decreasing tem-
perature, and the two S = i spins couple to produce multiplets with S' = 0,
1, ..., 5. The ground state with S' = 0 is populated at 4·2 K and a sharp

[Refs. on p. 164]



Table 6.13 Mossbauer parameters for iron(III) complexes with nitrogen as ligand

Compound T/K
,l 3 ll(Fe)
/(mms-1) /(mms-1) /(mms- 1) fL/BM Reference

Monomeric with six-coordination

[Et4 N][Fe(phen)CI4 ] 300 0·00 0·65 (NP) 0·39 - 136
80 0·05 0·65 (NP) 0·39 - 136

[Fe(phen)zCb]CI04 300 0·00 0·63 (NP) 0·37 - 136
80 0·05 0·65 (NP) 0·39 - 136

[Fe(phen)zClz][Fe(phen)CI4 ] 300 0·00 0·63 (NP) 0·37 - 136
80 0·05 0·63 (NP) 0·37 - 136

[Fe(terpy)Ch] RT 0·55 0·34 (Fe) 0·34 5·78 137
77 0·54 0·46 (Fe) 0·46 - 137

Believed dimeric with six-coordination

oc-Fe(phen)Ch 300 0·80 0·66 (NP) 0·40 - 136
80 0·85 0·68 (NP) 0-42 - 136

fJ-Fe(phen)Ch 300 0·79 0·56 (NP) 0·30 - 136
80 0·80 O'70 (NP) 0·44 - 136

Monomeric with five-coordination

Fe(acac)zCI 80 "'I 0·60 132
[Fe(salen)CI].2MeNOz 295 1·30 0·42 (88) 0·33 5·76 138

80 1·33 0·49 (88) 0·40 - 138
[Fe(salen)CI].MeCN 295 0·83 0·41 (88) 0·32 5·57 138

80 0·85 0·47 (88) 0·38 - 138
[Fe(salen)Br].MeNOz 295 H3 0·51 (88) 0·42 5-87 138

80 H2 0·56 (88) 0·47 - 138
[Fe(salen)Br].MeCN 295 0·51 0·52 (88) 0·43 5·12 138

80 0·54 0·58 (88) 0·49 - 138

Dimeric with bent Fe-O-Fe bond and 'normal' magnetic moment

[Fe(salen)Cllz 295 1·45 0·49 (88) 0·40 5·30 138
80 1·43 0·57 (88) 0·48 - 138

[Fe(salen)Brlz 295 1·63 0·51 (88) 0·42 5·43 138
80 1·64 0·58 (88) 0·49 - 138

[Fe(salen)CI].2MeOH 295 1·45 0·48 (88) 0·39 5·72 138
80 1·44 0·55 (88) 0·46 - 138

[Fe(salen)CI).2CHCI3 295 1·40 0·47 (88) 0·38 5-81 138
80 1·39 0·54 (88) 0-45 - 138

[Fe(salen)Br].2MeOH 295 1·25 0·51 (88) 0·42 5-69 138
80 1·26 0·59 (88) 0·50 - 138

[Fe(salen)Br].2CHCh 295 1·65 0·49 (88) 0·40 5·79 138
80 1·64 0'56 (88) 0·47 - 138

Dimeric with linear Fe-O-Fe bond and "ow' magnetic moment

[Fez(phenMOH)zCI4 ] 295 0·80 0·48 (88) 0·39 1·92 138
80 0'83 0·55 (88) 0'46 - 138

[Fe(phen)z]zO(N03)4.3HzO RT 1·39 0·37 (Fe) 0·37 1·74 137
77 1-49 0·46 (Fe) 0'46 0·49 137

[Refs. on p. 164] Continued
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Table 6.13 continued

Compound T/K A Il Il(Fe) /BM Referencej(mm S-l) j(mm S-l) j(mm S-l) f£

[Fe(bipy)z]zO(S04)Z.3·5H2O RT 1·33 0·38 (Fe) 0·38 1·86 137
77 1'51 0·48 (Fe) 0'48 0·51 137

[Fe(terpy)]zO(N03)4.HZO RT 1·93 0·44 (Fe) 0'44 1'83 137
77 2-35 0·59 (Fe) 0·59 0'65 137

[Fe(salen)]zO RT 0·72 0·32 (Fe) 0·32 1'94 137
77 0·78 0·46 (Fe) 0'46 0·48 137

[Fe(salen)]zO.MeNOz 295 0'91 0'45 (SS) 0'36 2'14 138
80 0'90 0'52 (SS) 0'43 138

[Fe(salen)]zO.2py RT 0·92 0·36 (Fe) 0·36 2·04 137
77 0'88 0·44 (Fe) 0'44 137

quadrupole doublet is seen [142], but considerable broadening occurs as the
temperature is raised because population of the higher multiplets is accom-
panied by a decrease in the spin relaxation time. This is illustrated in Fig.
6.23 [141]. The very fast relaxation found in [Fe(salen)]20 for example has
been held to be due to transmission of spin-spin interactions through the
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Fig. 6.23 Mossbauer spectra of [Fe(salen)Clh at A, 298 K; B, 78 K; C, 4·2 K.
[Ref. 141, Fig. 3]
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oxygen bridge, i.e. the relaxation is intramolecular [132], but counter-
proposals favour intermolecular spin-spin relaxation in both [Fe(salen)]20
and [Fe(salen)Clh [143].

[Fe(NH3)sNO]CI2

The complex [Fe(NH3)sNO]CI2does not fall into any of the preceding sections
and is included at this point for convenience. Its chemical isomer shift and
quadrupole splitting are 0'54 and 1·40 mm S-1 respectively at 298 K, and
have been held to favour an Fe3+ configuration rather than Fe(I) as suggested
earlier [144]. Both parameters are rather larger than is characteristic for
high-spin iron(IIl), showing that there is considerable n-bonding between
the NO- group and the iron, with a resultant increase in 3d-population
and considerable asymmetry in the bonding.

Dithiocarbamates
Some of these show spin crossover phenomena and they are therefore dis-
cussed in Chapter 8.
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7 Low-spin Iron(ll) and
Iron(lll) Complexes

It was seen in the preceding chapter that the differing electronic configurations
of iron(II) and iron(III) in high-spin complexes caused substantial and
characteristic differences in the chemical isomer shift, quadrupole splitting,
and magnetic field parameters of their Mossbauer spectra. The corresponding
strong-ligand-field or low-spin complexes have 1A 1g and zTzg configurations
under octahedral symmetry. The low-spin iron(II) 1A1g(tZg6) configuration
has no unpaired electrons and is diamagnetic, whereas low-spin iron(III)
zTzg(tzg5) embodies an 'electron hole' in the tZg manifold and is paramagnetic,
although magnetic ordering is sometimes observed at very low temperatures.

The increased involvement of the iron 4s-orbitals in covalent bonding with
the ligands, and the n-acceptor properties of ligands such as CN- combine
to increase the s-electron density at the iron nucleus, and the observed
chemical isomer shifts are therefore less positive than for the high-spin
complexes (see Fig. 5.2). The difference in chemical isomer shift between
low-spin iron(II) and iron(III) is also much less marked than between high-
spin iron(II) and iron(III) and this reduces the diagnostic usefulness of this
parameter; however, the temperature dependence of the quadrupole splitting
is a more reliable criterion of oxidation state. As seen in Chapter 5, the zTzg
configuration of Fe(III) shows appreciable thermal population of close-lying
excited electronic levels when slightly distorted and thus has a strong tem-
perature dependence of the quadrupole splitting whereas the 1A1g configura-
tion of Fe(II), having no intrinsic valence contribution to the electric field
gradient, shows only a temperature-independent quadrupole splitting from
the lattice terms.

The comparative lack of magnetic exchange behaviour reduces the amount
of information available from the Mossbauer spectra, and since the differ-
ences between the oxidation states are less marked, it is convenient to consider
both in parallel.

7.1 Ferrocyanides

The best known of the low-spin iron complexes are undoubtedly the cyanides,
and considerable Mossbauer data have now been collected. The diamagnetic

[Refs. onp. 191]



170 I LOW-SPIN IRON(II) AND IRON(m) COMPLEXES

ferrocyanides, [Fe"(CN)6]4-, give single-line resonances because of the
octahedral ligand symmetry and the lack of a non-bonding 3d-electron
contribution to the electric field gradient. The chemical isomer shift of the
typical ferrocyanide K4Fe(CN)6.3H20 is -0,04 mm S-1 at room tempera-
ture, which may be compared to typical values in octahedral high-spin
iron(II) complexes of 1,0-1,3 mm S-1. The importance of the effect of n-
bonding between the 3d-orbitals of the iron and the ligands was pointed out
by Danon [1], and a more substantive molecular orbital analysis has been
given by Shulman and Sugano [2].

n-bonding can occur between the filled t2g orbitals of the iron and the
n-bonding and n*-antibonding orbitals of the CN- ligands. The chemical
isomer shift will be influenced by several factors:

(1) any direct contribution from 4s-electrons;
(2) indirect contributions from 3d-electrons shielding the s-electrons, which

may be considered in terms of
(a) the purely ionic or non-bonding effect of a 3dn configuration:
(b) covalency with the ligands in which filled ligand orbitals donate

an effective total of n2 electrons to the 3d-orbitals;
(c) covalency with the ligands in which the metal 3d-orbitals donate

an effective total of n3 3d-electrons to the n*-ligand orbitals.

The effective number of resultant 3d-electrons is then

neff = n + n2 - n3

The measured orbital reduction factors from e.s.r. spectra of [FelIl(CN)6P-
and [Mn"(CN)6]4- were used to derive some of the molecular orbital coeffi-
cients for n-bonding and these show that

n3[Fe(II)] - n3[Fe(III)] ""' 1.

We know that n[Fe(II)] - n[Fe(III)] = 1, and it also seems likely that the
values of n2 are very similar for the two oxidation states. The overall con-
clusion is that

nerr[Fe(II)] ~ neff[Fe{III)]

This implies that, in going from [FelIl(CN)6P- to [Fe"(CN)6]4-, although
one electron is added to the iron atom, thus converting it from a para-
magnetic to a diamagnetic configuration, nevertheless there is also a simul-
taneous delocalisation of approximately one electron on to the cyanide
ligands, thereby leaving the effective charge density at the iron unaltered.
This gives a plausible explanation of the very small chemical isomer shifts
actually observed between ferricyanides and ferrocyanides.

The ferrocyanides K4Fe(CN)6 and K4Fe(CNk3H20 show a differ-
ence in chemical isomer shift of 0·018 mm S-1 at -BOaC [3]. Detailed
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measurements of the second-order Doppler shifts show that this difference is
maintained upon extrapolation to zero temperature (Fig. 7.1). Theory shows

-0-20

-0-40 '-- -.J'-- -.;'-- .L..- .L--I

o 100 200 • 300 400
Temperature/K

Fig. 7.1 The second-order Doppler shift of K4 [Fe(CN)6] (a)
and K4[Fe(CN)6].3HzO (b). [Ref. 3, Fig. 4]

that this is due to the temperature-independent (zero-point motion) term in
the second-order Doppler shift, and that there is no difference in the actual
chemical isomer shift (see Chapter 3 for detailed equations). This result
emphasises the futility of interpreting measured chemical isomer shift
differences of less than 0·02 mm S-l without a full lattice-dynamical study
to correct for the zero-point motion.

The first measurements of the recoil-free fraction in an oriented single
crystal of K4 Fe(CNk3H20 were claimed to have shown that there is a
change in f in the vicinity of its ferroelectric transition temperature per-
pendicular to the [010] direction, but not in the parallel direction [4]. How-
ever, more detailed study has failed to confirm any discontinuity in the recoil-
free fraction or the chemical isomer shift [5, 6].

Application of pressure to K4[Fe(CN)6].3H20 causes a substantial
decrease in the chemical isomer shift and a noticeable broadening of the
line, indicating an increase in the s-electron density at the nucleus and a
possible distortion of the octahedron [7]. High pressures at above 100°C on
CU2Fe(CN)6' Ni2Fe(CN)6' or Zn2Fe(CN)6 cause a partial change to a high-
spin Fe2+ species [8]. The process is reversible but with considerable hysteresis.

Several papers have considered the effects of changing the cation on the
chemical isomer shift offerrocyanides [9-11, 15]. Selected values are given in
Table 7.1. In the series of aquated M4 [Fell(CN)6] (M = H+, Li+, Na+, K+,
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Table 7.1 Mossbauer parameters of some ferrocyanides

Compound T/K 8/(mm S-l) 8 (Fe) Reference/(mms- 1)

K 4[Fe(CN)6].3HzO 298 -0,394 (Pt) -0,047 12
168 -0,344 (Pt) +0'003 12
77 -0,016 (Fe) -0,016 13

298 +0·217 (NP) -0,040 14
143 +0'115 (SS) +0'02 3

K4 [Fe(CN)6] 143 +0·133 (SS) +0·04 3

Ag4[Fe(CN)6] 298 -0,469 (Pt) -0,122 15
169 -0,409 (Pt) -0'062 15

H4 [Fe(CN)6] 300 +0'115 (NP) -0,142 11
80 +0'173 (NP) -0,084 11

Cuz[Fe(CN)6] 298 -0,445 (Pt) -0,098 15
148 -0'391 (Pt) -0,044 15

Mgz[Fe(CN)6] 300 +0'160 (NP) -0,097 11
80 +0'206 (NP) -0,051 11

RbzCa[Fe(CN)6] 300 +0·165 (NP) -0'092 11
80 +0'177 (NP) -0,080 11

AI4 [Fe(CN)6h 300 +0'100 (NP) -0'157 11
80 +0'177 (NP) -0,080 11

KCe[Fe(CN)6] 300 +0·135 (NP) -0,122 11
80 +0'185 (NP) -0'072 11

Zr[Fe(CN)6] 300 +0'125 (NP) -0,132 11
80 +0'176 (NP) -0,081 11

H 4[Fe(CN)6] etherate 300 +0·086(NP) -0,171 11
80 +0·115 (NP) -0,142 11

H 4 [Fe(CN)6].5HzS04 300 +0'115 (NP) -0'142 11
80 +0'130 (NP) -0,127 11

Rb+, Cs+) the chemical isomer shift increases systematically [9]. The impli-
cation is that either the central atom electron configuration changes or that
the second-order Doppler shift contribution alters, or a combination of both
effects. More precise interpretation is not possible as the degree of equation
of the various salts was not stated. In a more detailed study of 29 different
ferrocyanides [11], it was concluded that it is the effect of the changing
polarising power of the cation on the n-bonding in the anion which is
important. The ferrocyanide complexes with transition metals differ from
the simple salts of the alkali metals in that they contain a polymer lattice
with the metal cation octahedrally coordinated to nitrogen and any excess
cations being accommodated in the large interstitial sites. Thus, they feature
a second coordination sphere of metal cations which is of cubic symmetry
[Refs. on p. 191)
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and a third coordination sphere which may have lower symmetry (see Fig.
7.2). In the series M4[Fe(CN)6h (M = AP+, Ga3+, Sc3+, In3 +, y3+) the

Fig. 7.2 The basic crystal structure of the transition-metal ferrocyanides.

decreasing polarising power of the cation is paralleled by an increase in the
chemical isomer shift. A strongly polarising ligand will withdraw electrons
from the iron-ligand n-bonds, causing a reduction in the screening of the s
electrons of the iron and the decrease in the chemical isomer shift observed.

A small quadrupole splitting of 0·28 mm S-1 has been recorded in anhy-
drous H 4Fe(CN)6 at 292 K, and is taken to be consistent with the proposed
hydrogen-bonded structure which has a symmetry lower than octahedral
[16].

7.2 Ferricyanides

As already stated, the chemical isomer shifts of the ferricyanides differ little
from those of the ferrocyanides, although they are generally smaller by about
0'1 mm S-1 for a given cation. Typical values are given in Table 7.2. They are,
however, easily distinguished by the small quadrupole splittings displayed
by the ferricyanides. The only example which has been extensively studied is
K3[Felll(CN)6], in which the quadrupole splitting is determined by the
thermal population of three Kramers' doublets. The latter are linear combi-
nations of the IxY), Ixz) and Iyz) basis wavefunctions, and the appropriate
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coefficients have been determined from e.s.r. measurements [I7]. As can be
seen from Table 7.2 the quadrupole splitting varies c(;msiderably between
Table 7.2 Mossbauer parameters of some ferricyanides

Compound T/K H/kG t<mms- 1) S/(mms- 1
)

S (Fe)
/(mm S-1) Reference

K3[Fe(CN)6] 298 0 0·280 -0,471 (Pt) -0,124 12
300 0 0·262 - - 18
77 0 0·469 - - 18
20 0 0·526 - - 18
4·2 0 0·524 - - 18

0,025-0,04 193 - - - 20

Ag3[Fe(CN)6] 298 0 0'767 -0,494 (Pt) -0,147 15
147 0 0·858 -0,441 (Pt) -0,094 15

H3[Fe(CN)6] 300 0 1·26 0'080(NP) -0,177 21
80 0 1-61 0'14O(NP) -0,117 21

Cs3[Fe(CN)6] 300 0 0·360 0'170(NP) -0,137 21
80 0 0·470 0·220 (NP) -0,037 21

Mn3[Fe(CN)6h 300 0 0·370 0·110 (NP) -0,147 21
80 0 0'755 0·160 (NP) -0,097 21
4·2 195 0·95 - 22

CU3[Fe(CN)6h 300 0 0'400 0·08 (NP) -0,18 21
80 0 0·750 0'120 (NP) -0,137 21
4·2 266 0·81 - - 21

AI[Fe(CN)6] 300 0 0·240 0·13 (NP) -0,13 21
80 0 0·280 0·250 (NP) -0,07 21

Sn3[Fe(CN)6]4 300 0 0·480 0'160 (NP) -0,097 21
80 0 0'510 0·270 (NP) +0·013 21

4·2 and 300 K, but an attempted theoretical fit gave very poor agreement in
the low-temperature region [I8]. The spectra are illustrated in Fig. 7.3. The
small quadrupole splittings imply only a small distortion from octahedral
symmetry.

Careful examination of the temperature dependence of the quadrupole
splitting of K3 Fe(CN)6 in the vicinity of 130 K has shown strong evidence
for a sudden change in the gradient of the curve which cannot be derived
solely by the Boltzmann population of the energy levels [19]. This is clear
evidence in favour of the suspected change in the crystalline state of the salt
at this temperature.

K3 [Fe(CN)6] becomes antiferromagnetic below 0·13 K. The Mossbauer
spectrum recorded using a demagnetisation cryostat was obtained between
0·025 and 0·04 K [20] and shows a six-line pattern with an internal magnetic
field of 193 kG (see Fig. 7.4). This value is much higher than predicted by the
[Refs. on p. 191]
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-220(Sz) rule for a single unpaired electron, but presumably there will also
be orbital and dipolar terms, and these have not been estimated.

I

+2-1--2 o +1
VeJocily/(mm s·'j

Fig. 7.3 Mossbauer spectra of powdered K 3Fe(CN) 6 at 300, 77, 20, and 4·2 K.
[Ref. 24, Fig. 2J
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Fig. 7.4 Mossbauer spectrum of K 3[Fe(CN)6] obtained below the Neel point at
0·025-0·04 K. [Ref. 20, Fig. 3]

An extensive series of data on K3Fe(CN)6, both pure and magnetically
diluted with the diamagnetic isomorphic K3Co(CN)6, have been obtained
[23, 24]. When the iron concentration is less than 5% the spectra show
magnetic hyperfine structure at low temperatures due to a slowing of the spin
relaxation processes. The concentration dependence and the behaviour in
external magnetic fields were compared with two theoretical models based
on the e.s.r. and susceptibility results. Typical spectra are shown in Fig. 7.5. A
frozen solution of K3Fe(CN)6 in glycerol shows basically similar behaviour
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to the magnetically diluted salt, although with broader lines. The theory which
generates the solid curve in Fig. 7.5 for instance is rather involved, and this
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Fig. 7.5 The Mossbauer spectra at 4·2 K of four different concentrations of
K 3Fe(CN)6 in K3Co(CNk The solid curve is a theoretical spectrum, and the
bottom spectrum is for K3Fe(CN)6 dissolved in glycerol. [Ref. 24, Fig. 8]

particular problem of an S = 1- state Fe(III) cation with a long relaxation
time has been discussed at length [25] for cubic, axial, and rhombic sym-
metries in zero and non-zero applied fields. Care must be exercised, however,
in applying the very successful analysis of the doped salt to the undiluted
ferricyanide.
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The ferricyanide Mn3[Fe(CN)6]2.3H20 and the corresponding Cu and Ni
compounds also show magnetic ordering below 15'8, 16'2, and 18·9 K
respectively [22]. The magnetic fields at 4·2 K are 195, 266, and 269 kG
respectively, which may be compared with the previously mentioned value of
193 kG for K3[Fe(CN)6]' Presumably the paramagnetic nature of the cation is
important because the zinc and cadmium ferricyanides are still non-magnetic
at 4·2 K. Spin relaxation has been found in the nickel ferricyanide [26].

K3[Fe(CN)6] shows very unusual pressure effects [7]. Increase in pressure
causes a substantial increase in the quadrupole splitting, together with the
appearance of a third peak in the spectrum which has a chemical isomer shift
similar to that of a ferrocyanide. The chemical isomer shift shows twice the
pressure coefficient of the ferrocyanide, implying that the mechanism involves
more than 3d-shielding effects alone. It is proposed that an increase in pres-
sure causes either an increase in the degree of back donation from the
3d-orbitals to the empty ligand n*-antibonding orbitals, or a change in the
4s-admixture in the binding, or both. Near 50 kbar there is a phase transition
which causes a discontinuity in the chemical isomer shift-pressure curves for
both the ferricyanide and 'ferrocyanide' components, and at the same time
produces a partial reversion to the oxidised species. All these changes are
fully reversible on pressure release, and the apparent change in oxidation
state is probably related to the known photochemical reduction properties of
potassium ferricyanide (compare with high-spin iron(III) compounds).

CU2Fe(CN)6' Ni2Fe(CN)6' and Zn2Fe(CN)6 also show a reduction to
ferrocyanides with increasing pressure [8]. At elevated temperatures a second
change to high-spin iron(II) is also seen.

As with the ferrocyanides, the effect of change in the metal cations has been
studied [10, 21], and selected values are given in Table 7.2. The largest self-
consistent set of data refers to 20 compounds [21]. In all cases quadrupole
splittings are seen. Once again an increased polarising power of the cation
causes a decrease in the chemical isomer shift for mono- and di-valent cations,
but the opposite is found for trivalent cations. It is postulated that the very
strongly polarising cations withdraw electron density from the a-orbitals in
the ferricyanides (but not in the ferrocyanides). The quadrupole splitting is
also greater for strongly polarising cations. In the idealised polymer lattice
structure (Fig. 7.2) the second coordination sphere has cubic symmetry, and
the lattice term in the electric field gradient will only be generated by cations
or water of crystallisation in the interstitial positions. One might expect that
M3+[FellI(CN)6]3- complexes would show smaller quadrupole splittings
because of the lack of ions on these sites, and that SnIV3[FellI(CN)6]43-
would show a large splitting due to cation vacancies, but there is no cor-
roboration of this, and the dominant factor appears to be the polarising
power of the cation.

Preliminary temperature-dependence data have been given for the
[Refs. onp. 191]
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quadrupole splittings in the ferricyanides M3[Fe(CN)6h (M = Mn, Co, Ni,
Cu, Cd, or Ca) [27]. The values extrapolated to 0 K range from 0·49 mm S-1
in Ca3[Fe(CN)6h to 0·96 mm S-1 in Ni3[Fe(CN)6lz, and estimations of
the T2g level splittings were made using a simple model.

7.3 Prussian Blue
The dark blue substances formed in various reactions between solutions of
iron high-spin salts and ferri- or ferrocyanides have long been an enigma to
chemists. It is generally conceded that they have the infinite lattice structure
common to the heavy metal ferrocyanides (Fig. 7.2) but it seems likely that
there is no closely defined stoichiometry for any of them. 'Insoluble Prussian
blue' is formed from an excess of an iron(III) salt and potassium ferro-
cyanide, and 'Turnbull's blue' is formed from an iron(II) salt and potas-
sium ferricyanide. Both are approximately Fe7(CN)18, and can be written
as Fe4[Fe(CN)6]3' One can in principle assign electronic structures of
Fe43+[FelI(CN)6h or Fe3+Fe/+[FeIIl(CN)6h, or in view of the unusual
colour of the complexes assume that the oxidation state of the iron is inde-
terminate due to a fast electron-transfer process. The 'soluble Prussian blue'
has the formula KFe[Fe(CN)6]' and Robin [28] showed that the electronic
spectra could be interpreted in terms of a KFe3+[FelI(CN)6] formulation
with a charge transfer excitation to the unstable KFe2+[FeIIl(CN)6] alterna-
tive. The Mossbauer spectrum confirms that it is an iron(lII) ferrocyanide,
and that all three complexes contain high-spin iron(III) and low-spin iron(II)
[15, 29]. The actual spectrum (a recent measurement is shown in Fig. 7.6

-1 0
Velocily/(mm ~-l)

Fig. 7.6 Mossbauer spectrum at 77 K for 'Prussian blue' made from FeZ(S04h
and K 4Fe(CN)6 containing unenriched iron. [Ref. 30, Fig. 5]
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[30]) is an asymmetric doublet due to the superposition of a singlet from the
ferrocyanide and a quadrupole doublet from the high-spin iron(III) ions.
Typical parameters are given in Table 7.3.
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Table 7.3 Mossbauer parameters for iron ferro/ferricyanides

Compound T/K H/kG
~ () () (Fe)
/(mm S-1) /(mm S-1) /(mm S-1) Reference

Fel+[Fe(CN)6]4- (Fe3+) 77 0 0·57 +0'49 (Fe) +0·49 30
insoluble Prussian (Fell) 77 0 0 -0,08 (Fe) -0,08 30
blue (Fe3 +) 1-6 541 0,48* +0·66 (88) +0·57 31

(Fell) 1-6 0 0 +0'13 (88) +0·04 31

Fel+[Fe(CN)6]4- (Fe3+) 77 0 0·51 +0·49 (Fe) +0·49 30
Turnbull's blue (Fell) 77 0 0 -0,07 (Fe) -0,07 30

(Fe3+) 1-6 543 0'52* +0·65 (88) +0·56 31
(Fell) 1·6 0 0 +0'09 (88) +0'00 31

KFe3+[Fe(CN)6]4- (Fe3+) 1·6 536 0,37* +0·66 (88) +0·57 31
soluble Prussian (Fell) 1·6 0 0 +0'15 (88) +0'06 31
blue

Fe~+[Fe(CN)6]4- (FeH ) 77 0 +1·42 (Fe) +1'42 30
(Fell) 77 0 0 -0,09 (Fe) -0'09 30

Fe3+[Fe(CN)6p- (Fe3+) 77 0 0·52 +0·50 (Fe) +0·50 30
(FeU) 77 0 0'43 -0'06 (Fe) -0'06 30

* te'qQ(3 cos' IJ - 1) from magnetic splitting.
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Fig. 7.7 The Mossbauer spectra at 1·6 K for (a) soluble Prussian blue, (b) insoluble
Prussian blue, (c) Turnbull's blue. The ferric six-line spectrum shows a small quad-
rupole splitting, 8 1 - 8, = j-e 2qQ(3 cos2 () - 1). [Ref. 31, Fig. 1]
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The oxidation states concerned have since been confirmed by two different
methods which identify the two species distinctly:
(a) All three complexes become ferromagnetic below 5·5 K, and the Moss-
bauer spectra at 1·6 K [31] show internal magnetic fields of 540 kG typical of
ferric ion (8 = t), and a superimposed singlet due to the diamagnetic ferro-
cyanides (Fig. 7.7). The chemical isomer shifts and quadrupole splittings
are also compatible with this assignment. The blue colour is still retained at
1·6 K, which confirms the charge transfer model and refutes the oscillation of
valence concept because the charge states are stable for at least 10-7 s. The
preparation of Turnbull's blue therefore involves a mutual redox reaction.
(b) The other experiments introduce the technique of selective isotopic
enrichment [30]. The natural abundance of 57Fe is only 2'17%. Preparation
of Prussian blue using enriched 57Fe as iron(III) sulphate and unenriched
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Fig. 7.8 Mossbauer spectrum at 77 K for 'Prussian blue' made from: (a)
5 7Fe2(S04h plus unenriched K4[Fe(CN)6]; and (b) 57FeCI 2 plus unenriched
K 3 [Fe(CN)6]. [Ref. 30, Figs. 6 and 7]
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potassium ferrocyanide gives a spectrum in which the dominant feature is an
iron(III) quadrupole doublet (Fig. 7.8). There is little or no transfer of
enriched iron to the low-spin species. The equivalent 'Turnbull's blue'
preparation 57FeC12 and unenriched ferricyanide also gives the enhanced
iron(III) spectrum, thereby confirming the redox reaction. In both spectra
the weaker singlet component arising from the unenriched ferrocyanide
is obscured within the unresolved central portion of the spectrum.

Mossbauer studies also confirm the following reaction products [30]:

Fe2+S042- + K4[FelI(CN)6] ~ (Fe2+MFelI(CN)614-
(Fe3+MS042-)3 + K3[FeIII(CN)61 ~ Fe3+ [FeIII(CN)6P-

Fe2+S042- + K3[COIII(CN)61 ~ (Fe2+h[CoIII(CN)6]23-
Co2+(Cl-h + K4[FeIl(CN)61 ~ (C02+)2[FeIl(CN)6]4-

Co2+(CI-)2 + K3[FeIII(CN)6] ~ (C02+h[FeIII(CN)6]23-
Ti3+(CI-)3 + H4[FeIl(CN)6] ~ (TP+MFeIl(CN)6b 4-

TP+(Cl-)3 + H3[FeIII(CN)61 ~ Ti4+[Fell(CN)614-
Ti4+(CI-)4 + H4[FeIl(CN)61 ~ Ti4+[FeIl(CN)614-

It can be seen that only in the case of the titanium(III)-ferricyanide couple is a
mutual redox reaction observed. The spectrum of Fe32+[CoIII(CN)6Jz3- is
also interesting in that the Fe2+ spectrum shows signs of two superimposed
quadrupole doublets, one from the nitrogen-coordinated position, and the
other from the interstitial sites.

Application of pressure to insoluble Prussian blue causes considerable
reversible reduction of high-spin ferric iron to high-spin ferrous iron [71.

Of particular interest is the observation of cyanide linkage isomerism in an
iron(II) hexacyanochromate(I1I) [321. The starting material is difficult to de-
fine but appears to have the composition Fe1 .6[Cr(CN)61(OH)o.2. The effects
of isomerisation on long standing or heating were followed by infrared spectra,
X-ray powder diffraction, magnetic susceptibility, and Mossbauer spectra.
The unisomerised complex shows the presence of high-spin Fe2+ only, with
some suggestion of resolution of the cations in interstitial sites and nitrogen-
coordinated sites. The first stage of the isomerisation is the exchange of
interstitial Fe2+ cations with Cr3+ so that the carbon-coordinated sites now
contain 60% Fell (low-spin) and 40% Cr3+. Oxidation by heating in air gives
a complex which could not be positively identified, although high-spin Fe2+
is absent. Reduction of this material in an alcohol mixture with hydrazine
hydrate gives a further product which appears to be the true isomerisation
complex with Cr3+ in nitrogen coordination, Fell in carbon-coordination,
and the original amount of Fe2+ in the interstitial sites. It is interesting to
note that although the overall result is a reversal of the cyanide orienta-
tion. this is actually achieved by migration of the cations.

The reaction of FeS04 and K3Mn(CN)6 produces a product formulated as
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Fe2Mn(CN)6 which from the Mossbauer spectrum contains [Fell(CN)6]4-
units [33]. Linkage isomerisation of the initial product is implied, although no
intermediates were actually detected. Another solid state reaction, involving
FeS04.7H20 and KCN, has been shown to involve [Fe(CNhH20P- as an
intermediate, and gives [Fe(CN)6]4- as the final product [34]. FeS04.2!H20
does not show any reaction with KCN.

7.4 Substituted Cyanides
Less data are available for substituted iron cyanides. The exception is sodium
nitroprusside which is one of the commonly adopted calibration standards.
Single-crystal data for Na2[Fe(CN)sNO].2H20 come from several sources
[35-38]. The solid state contains diamagnetic [Fe(CN)sNO]2- anions which
have C4v symmetry, the Fe-N-O bonds being strictly collinear. The electric
field gradient tensor is found to be axially symmetric (1] < 0·01 [37]) with the
principal axis along the Fe-NO direction, and is not very sensitive to tem-
perature [39]. The quadrupole splitting of a frozen solution is practically
identical with that of the solid, showing that the electric field gradient is
generated entirely by asymmetric covalent bonding of the 3d-orbitals.
Molecular-orbital analysis has shown that the total 4p-population is only
0·25 electron, which can be neglected.

The ground state of the iron in the nitroprusside molecule is (dxz, dyz)4(dxy)2
with the electrons in the lower (dxz , dyz) doublet strongly delocalised by back
donation to the 2p-orbitals of the nitrosyl ligand with some slight delocalisa-
tion from the dxy orbital to the equatorial cyanides. Using the known electric
field gradient contribution for the 3d-orbitals (Table 3.1) and 'effective'
numbers of electrons in each orbital we can write [36]

q = +4-(r- 3)nXY - ~(r-3)(nxz + nyz)

The e.s.r. orbital reduction factor for [FeIII(CN)6P- is k = 0'87, so that we
can estimate nXY as being .......1·74 electrons. Using a value for 4-(r- 3) of .......4·6
mm S-l gives (nxz + nyz) as 2,8, and thence a molecular orbital expressing
delocalisation to the nitrosyl as

'lJlxz = 0'8#xz + 0'54n* (NO)

This gives 29% population of the n* (NO) orbitals, in good agreement with
other estimates. Since the 3d-electron population is effectively only 4'5, and
there is a 4s-population of about 0,5, the electron density at the nucleus is
much higher than usual and confers on sodium nitroprusside its unusually
low chemical isomer shift. The electric field gradient and mean square dis-
placement tensors have been completely determined in sodium nitroprusside
single-crystal absorbers from the polarisation dependence of the absorption
cross-section [37, 38]. The principal axes of these tensors do not coincide.
[Refs. 011 p. 191]
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From 34 measurements using an absolutely calibrated mechanical drive the
value for~ was estimated as 1·7048 ± 0·0025 mm s- 1, and the chemicalisomer
shift relative to the 57FejCu source was -0,4844 ± 0·0010 mm S-1. This
conflicts with an earlier value of 1·726 ± 0·002 mm s-1 at 23°C established
by the National Bureau of Standards in the U.S.A., but a second reinvestiga-
tion [40] with many measurements obtained values in the range 1'7078 to
1·7087 mm S-1 with an estimated error of about 0·0040 mm S-1.

The quadrupole splitting of sodium nitroprusside in frozen aqueous or
alcoholic solution is 1·86 mm S-1, the increase above the value in the solid
being due to the change in the polarisation effect of the cations on the cyanide
ligands [41].

Spectra have also been measured for a number of other pentacyanides of
iron(Il) and iron(III) (see Table 7.4). An increase in the :n; back-donation to

Table 7.4 Mossbauer parameters for iron pentacyanides

Compound T/K
~ a/(mm S-l) a (Fe) Reference/(mm S-l) /(mm S-l)

lron(IJ)

Na2IFe(CN)sNO].2H2O 298 +1·705 -0,484 (Cu) -0,258 37
K,IFe(CN)sCO] RT ? -0,01 (88) -0,10 42
Na,IFe(CN)sPh,P] 298 0·616 +0'231 (NP) -0'026 14
NasIFe(CN)s80,].9H2O RT 0·80 +0·10 (88) +0·01 44
N14[Fe(CN)sN02] 298 0'854 -0,342 (Pt) +0'005 15

146 0·855 -0,284 (Pt) +0·063 15
Na,[Fe(CN)sNH,].H2O 298 0'671 -0,340 (Pt) +0'007 15

146 0'663 -0,285 (Pt) +0·062 15
Na,IFe(CN)sPh,As] 298 0·916 +0·29 (NP) +0·003 14
Na,[Fe(CN)sPh,8b] 298 0'94 +0'26 (NP) 0·00 14

lron(lll)

Nal[Fe(CN)sPh,P] 298 1·038 +0·137 (NP) -0,120 14
117 1·516 +0·219 (NP) -0,038 14

Na,[Fe(CN)sN02] RT 1·78 0·00 (88) -0,09 44
Nal[Fe(CN)sNH,].H2O RT 1·78 0·00 (88) -0,09 44
Naz[Fe(CN)sPh,As] 220 1·006 +0·205 (NP) -0,052 14

113 1·237 +0·251 (NP) -0,006 14
Na2[Fe(CN)sPh,8b] 220 0·936 +0·263 (NP) +0·006 14

112 0·943 +0'312 (NP) +0·055 14
Na(Me.N)2[Fe(N')6] 298 +0·183 (NP) -0,074 14

163 +0·103 (NP) -0,154 14

the ligand antibonding orbitals causes a decrease in the chemical isomer
shift in the order NO+ > CO > CN- > Ph3P > S032- > N02- ~ NH3
~ Ph3As ~ Ph3Sb. The quadrupole splittings of the iron(II) pentacyanides
also mirror the :n; back-donation effect, but this is not so in the equivalent
iron(III) complexes because of the non-bonding electron contribution to the
field gradient in the latter case.

[Refs. on p. 191]



184 I LOW-SPIN IRON(H) AND IRON(m) COMPLEXES

The [Fe(CN)sNOF- and [Fe(CN)sNH3P- anions are converted to high-
spin iron(II) configurations at high temperature and pressure in a similar
manner to the ferro- and ferricyanides [45].

The sodium bis-(tetramethylammonium) hexaazidoferrate(lll) complex,
Na(Me4Nh[Fe(N3)6]' which is included in Table 7.4 for convenience, appears
to be similar to the cyanide in its bonding [14].

The alkyl and aryl isocyanides form many complexes with iron which
feature 6-coordination and may contain a variety of other ligands. Those of
the general type FeLz(CNR)4 may occur as cis- and trans-geometric isomers.
These can easily be distinguished in the Mossbauer spectrum from the

ql

z

te

ql

ql

z

t

------r---ql

®
[FeXsY] cio5-[ FeX4YZ] trano5- [FeX4YZ]

Fig. 7.9 Charge distribution in some six-coordinate complexes using the point
charge approximation.

quadrupole splitting. Berrett and Fitzsimmons showed [46, 47] that if two
similar ligands are represented as point charges ql and qz at an identical
bond distance I' from the central atom, then the electric field gradient and
hence the quadrupole splitting for the trans-eompound should be twice that
of the cis-isomer in magnitude and opposite in sign. Similarly the mono-
substituted complex should have the same magnitude of electric field gradient
as the cis-disubstituted complex but be opposite in sign. These relations can be
deduced as follows. For the monosubstituted complex [FeXsY] reference to
Fig. 7.9 shows that the potential, VA at point A is given by

VA = -~ + -q_l- + 4q1 .
(I' - =) (I' -:- =) (I'z + Z2)!

d 2VA 2q2 , 2q, 4ql(r2 - 2z2)
-;Jz2- - (I' _ =)3 i (;-+--Z)3 - (1'2 + ZZ)1-

As the point A approaches the origin (i.e. z -+ 0) this becomes

2qz 2ql
Vzz(mono) = 3- - -3 = 2~

I' I'

[Refs. on p. 1911
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For cis-[FeX4 Y2] reference to Fig. 7.9 shows that the potential VA is given by

VA = 2q2 + 2ql +~+_q_l_
(r2 + Z2)! (r 2 + Z2)! (r + z) (r - z)
-2q2 2ql

Hence Vzz(cis) = -- + -- = -u
r 3 r 3

= - Vzz(mono)

Likewise for trans-[FeX4Y 2], VA is given by

VA = ---.!i~__ +~_ + 4ql
(r + z) (r - z) (r2 + Z2)!

4q2 4qlHence Vzz(trans) = -- - -- = 4~
r 3 r 3

= -2Vzz(cis)

These results, together with those of similar calculations for other octahedral
complexes, are summarised in Fig. 7.10.

These theoretical considerations have been verified experimentally though
usually for the magnitude of the electric field gradient only. For example [47]

~(mm S-I)
[Fe(CN)(CNEth]CI04 0·17
cis-Fe(CNMCNEt)4 0·29
trans-Fe(CNMCNEt)4 0·59

Table 7.5 Mossbauer parameters for isocyanide complexes at room temperature

Compound ~ 8/(mm S-I) ~ (Fe) Reference/(mms- 1) /(mm S-I)

[Fe(CNMe)6](H504)2 0·00 -0·02 (55) -0,11 47
[Fe(CNEt)6](CI04)z 0·00 0'00(55) ~0'09 47
[Fe(CNCH2Ph)6](CI04)2 0-00 +0,04 (55) -0,05 47

{ cis-Fe(CNMCNMe)4 0·24 0·00 (55) -0,09 47
trans-Fe(CN)2(CNMe)4 0-44 0-00 (5S) -0,09 47

{[Fe(CN)(CNEth ](CI04) 0'17 +0·04 (SS) -0,05 47
cis-Fe(CNMCNEt)4 0·29 +0·05 (SS) -0,04 47
trans-Fe(CN)2(CNEt)4 0·59 +0·05 (SS) -0,04 47

{[Fe(CN)(CNCH2Ph)s](CI04) 0·28 -0-02 (SS) -0'11 47
trans-Fe(CNh(CNCH2Ph)4 0'56 -0,01 (S5) -0-10 47

{[FeC!(ArNCh](CI04) 0·70 +0'06 (SS) -0,03 42,49
ciJ-FeCI2(ArNC)4 -0,83 +0·12 (S5) +0'03 42,49
mvu-FeClz(ArNC)4 +1'59 +0'20(55) +0-11 42,49

{[Fe(SnCI3)(ArNC)s](CI04) +0-02 (S5) -0,07 42
ciJ-Fe(SnCh)2(ArNC)4 0·54 +0'11 (5S) +0-02 42,49
rrans-Fe(SnCI3)2(ArNC)4 1·06 +0-08 (S5) -0'01 42,49
ciJ-FeC!(SnCI3)(ArNC)4 0-67 +0-09 (5S) 0-00 42,49

ArNC = p-methoxyphenyl isocyanide
[Reft_ on p. 191]
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Zero

-2

+2

+4

Zero

Fig. 7.10 Relative magnitude and sign of the electric field gradient in a series of
octahedral complexes MX6 -.Y. where n = 0, 1,2, 3. The ligand X is represented
by a shaded circle and the ligand Y by an open circle.

Further examples are bracketed together in Table 7.5. The relationship holds
for the CN-, Cl-, and SnCl3 - ligands. The observed splitting is relatively
insensitive to the nature of the neutral ligand. Although the rule is only an
approximation, it has been found useful for the assignment of the detailed
stereochemistry in several series of cis-frans-isomers of iron and tin complexes
where this had not previously been established by other means. In the case of
cis- and trans-FeCI2(p-MeO.C6H4.NC)4, the magnetic perturbation method
has been used to establish that they do have values of e2qQ with the opposite
sign, being negative for the cis- and positive for the trans-isomer [48].

Another semi-empirical observation is that the chemical isomer shift can
be calculated as the sum of 'partial chemical isomer shifts' for each ligand
[Refs. onp. 191]
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[42, 43]. These might be expected to be a function of the spectrochemical
series, i.e. the ligand field strength, which in turn is related to the (1- and
n-bonding effects on the s-density at the iron nucleus. Although some cor-
relations have been claimed, gross anomalies occur if the ligands are widely
different in their bonding, or if the stereochemistry is not the same, and this
limits the usefulness of the concept. A further discussion of partial chemical
isomer shifts is given in Chapter 9.

7.5 Chelating Ligands
It was pointed out in Chapter 6 that Mossbauer spectroscopy has been used
as part of the general characterisation of a large number of relatively new
6-coordinate high-spin iron complexes with chelating ligands. Similar data
have been obtained for low-spin complexes, many of which contain the same
or similar ligands as those discussed in the high-spin examples but with more
of the coordination positions being occupied by nitrogen donors to give the
required increase in ligand field splitting [13, 42, 49-54]. The M6ssbauer
spectrum recorded at two temperatures can give a rapid identification of the
oxidation state involved and also provides a check on purity.

The quadrupole splittings of the tris-(I,IO-phenanthroline)-, tris-(2,2'-
bipyridyl)-, and bis-(2,2',2"-terpyridine)-iron(II) perchlorates of composition
[Fe(phen)3](CI04)2, [Fe(bipYh](Cl04)2' and [Fe(terpY)2](Cl04b are 0·23,
0,39, and 1·14 mm S-1 at 77 K and show that the degree of distortion from
octahedral (Oh) symmetry increases in the order phen < bipy < terpy.
Further details and references are in Table 7.6. Corresponding iron(III)
complexes are [Fe(en)3]CI3 (~ 1·09 mm S-I), [Fe(phenh](Cl04hH20 (~ 1·71
mm S-I), [Fe(bipY)3](CI04)3 (~ 1·80 mm S-I), and [Fe(terpyh](CI04 )3 (~

3·43 mm S-I) which also indicate the order en < phen < bipy < terpy. The
last-mentioned compound gives one of the largest quadrupole splittings
known for a low-spin complex. In general, as can be seen from Table 7.6,
the iron(III) complexes show a much larger quadrupole splitting than the
equivalent iron(II) complexes. The chemical isomer shift is also lower by
-0·1-0·2 mm S-I.

Data from a large series of substituted phenanthroline derivatives [13, 51]
(see Table 7.6) show that there is little variation in the chemical isomer shift,
and that its temperature dependence is often anomalously small [51].

The complex [Fe(phen)2(CN)2] shows a smaller chemical isomer shift
(0-18 rom S-1 at 300 K) than does [Fe(phen)3](Cl04h (0,31 mm S-I) because
of the greater n-bonding capabilities of the cyanide. The spectrum of so-called
'rrans'-[Fe(phen)iCN)2] shows Mossbauer parameters identical to those of
the cis-eomplex and from the arguments in Section 7.4 it can be concluded
that the difference is not one of cis-frans-isomerism [47].

A rather unusual tridentate ligand is tripyridylamine (tripyam) which
[Refs, on p. 191]
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Table 7.6 Mossbauer parameters of complexes with nitrogen donor ligands

Compound T/K
~ 3/(mms- 1)

3 (Fe) Reference/(mm S-l) /(mm S-l)

Iron(Il)
[Fe(phenh](CI04h 300 0·15 0·57 (NP) 0'31 50

80 0'17 0·62 (NP) 0'36 50
77 0·23 0·341 (Fe) 0·341 13

cis-Fe(phen),(CNh RT 0·58 0·27 (SS) 0'18 47
'trans'-Fe(phen),(CNh RT 0·60 0·33 (SS) 0·24 47
Fe(phen),(N02h 293 0'38 0·28 (Fe) 0·28 54

77 0·41 0·25 (Fe) 0·25 54
[Fe(4,7-diPh-phen)3](CI04h 77 0·19 0'334 (Fe) 0·334 13
[Fe(5-Me-phen)3](CI04h 77 0·19 0·334 (Fe) 0'334 13
[Fe(5-CI-phen)3](CI04)2 77 0·24 0·346 (Fe) 0·346 13
[Fe(4,7-diOH-phenh](CI04h 77 0·61 0·373 (Fe) 0·373 13

[Fe(bipY)3](CI04h 77 0·39 0·325 (Fe) 0'325 13
[Fe(bipy),(CNh].3H2O 77 0·61 0'191 (Fe) 0·191 13
[Fe(bipy),(NCS)py](NCS) 293 0·52 0·36 (Fe) 0·36 54

77 0·61 0·32 (Fe) 0·32 54
[Fe(bipY)2(NCSe)py](NCSe) 293 0·47 0·35 (Fe) 0·35 54

77 0·56 0·27 (Fe) 0·27 54
K2[Fe(bipy)(CN)4] 300 0·64 0·29 (NP) 0·03 50
[Fe(4,4'-diPh-bipY)3](CI04h 77 0·00 0'311 (Fe) 0·311 13

[Fe(terpY)2](CI04)2 77 1-14 0·390 (Cr) 0·238 51

[Fe(tripyam)2](CI04)2 300 0·00 0·63 (NP) 0'37 50
{Fell 80 0·00 0·60 (NP) 0·34 50[Fe(tripyam)2](FeCI4) Fe2+ 80 2'63 1·28 (NP) 1·02 50

{Fell 80 0·42 0·52 (NP) 0·26 50[Fe(bdh)3](FeCI4)* Fe2+ 80 2·63 1·28 (NP) 1·02 50

Iron(IIl)
[Fe(enh]Ch RT 1·09 0·14 (Fe) 0'14 52
[Fe(phenh](CI04)3.H20 300 1-62 0·31 (NP) 0·05 50

80 1·71 0·36 (NP) 0·10 50
[Fe(bipyh](CI04)3.3.H2O 300 1-69 0·29 (NP) 0·03 50

80 1·80 0·32 (NP) 0·06 50
[Fe(bipY)2(CN)2](CI04) 300 1-63 0·24 (NP) -0,02 50
[Fe(terpYh](CI04h RT 3·09 -0,01 (Fe) -0,01 53

77 3-43 0·07 (Fe) 0·07 53

* bdh = diacetyldihydrazone.

forms complexes such as [Fe(tripyamh](CI04)2; these show no detectable
quadrupole splitting despite the fact that the overall symmetry at the iron
must be lower than cubic [50]. Presumably there is an accidental cancellation
of the contributions to the electric field gradient tensor.

Briefdetails are also available for some complexes of the phosphine ligands
bis-(diethylphosphino)ethane (I) and o-phenylene bis-(diethylphosphine) (II).
Parameters are given in Table 7.7. The quadrupole splittings are larger than
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Table 7.7 Mossbauer parameters of phosphorus complexes

Compound T/K
A. ,,/(mm s-')/(mms-')

,,(Fe) Reference
/(mms-')

trans-[FeBr2(depe)2] 80
trans-[FeCI,(depe),] 80
trans-[FeI2(depe),] RT
trans-[FeCl(SnCh)(depe),] 80
trans-[FeHCl(depe),] 80
trans-[FeHI(depe)2] RT
trans-[FeH(N2)(depe),]BPh4 RT
trans[FeH(CO)(depe),]BPh4 RT

trans-[FeBr2(depb),] RT
trans-[FeH,(depb)2] RT
trans-[FeCI,(depb),] RT

• room temperature value.

(depe)

(I)

1-45 0·50 (SS)* 0'41 42,49
1-42 0·43 (SS)* 0·34 42,49

0·49 (SS) 0·40 42
1'34 0·39 (SS)* 0'30 42,49

<0'13 0·23 (SS)* 0·14 42,49
0'23 (SS) 0·14 42

0'33 0·16 (SS) 0·05 55
1'00 -0'04 (SS) -0'13 55

0·45 (SS) 0'36 42
0·05 (SS) -0,04 42
0'43 (SS) 0·34 42

(depb)

(TIl

for the nitrogen complexes because the configurations are all trans. A hydride
ligand, as in trans-[FeHidepbh], causes a large reduction in chemical isomer
shift, showing that a-donation effects can also be important. The new mole-
cular nitrogen complex [trans-FeH(N2)(depe)2+]BPh4 - and the correspond-
ing carbonyl complexes show substantially different parameters (Table 7.7)
because of the very different bonding characteristics of the N2 and CO ligands
[55].

(1)
Me-C=NOH

I (~) (3)
Me-C=N-NHoCSoNH2

(III) (IV)
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Iron(II) complexes derived from diacetylsemicarbazoneoxime (III) feature
6-coordination [56]; their stereochemistry is shown in structure IV. The
complexes are formulated as [Fe(DTOHz)z]Clzand [Fe(DTOH)z], in which the
proton is removed from the oximide group, and [Fe(DTOMe)z] in which the
proton is removed from the thiosemicarbazone group. The Mossbauer
parameters (Table 7.8) of such complexes are particularly interesting because

Table 7.8 Mossbauer parameters of iron(II) oxime and phthalocyanine complexes

Compound T/K M(mm S-I) t5/(mm 8- 1) t5 (Fe)/(mm 8- 1) Reference

[Fe(DTOH2)zlCI2 300 0·66 0·42 (Cr) 0·27 56
78 0·65 0·47 (Cr) 0·32 56

[Fe(DTOH)21 300 2·02 0·22 (Cr) 0·07 56
78 2·02 0·29 (Cr) 0·14 56

[Fe(DTOMe)zl 300 0·88 0·45 (Cr) 0·30 56
78 0·88 0·50 (Cr) 0·35 56

[Fe(nioxh(py)Zl 293 1'79 0·21 (Fe) 0·21 58
77 1·79 0·28 (Fe) 0·28 58

Fe(nioxh(NH3)Z1 293 1·75 0·21 (Fe) 0·21 58
77 1'75 0'28 (Fe) 0·28 58

K2[Fe(nioxh(CN)21 77 0·80 0·16 (Fe) 0·16 58
[(Pc)Fe(PY)21 293 2·02 0·26 (Fe) 0·26 58

77 1·97 0·33 (Fe) 0·33 58
4·2 +1'96 0'32 (Fe) 0·32 58

[(Pc)Fe(but)Zl 77 1·94 0·34 (Fe) 0·34 58
K2[PcFe(CN)21 77 0·56 0·19 (Fe) 0'19 58

although the structural changes are nominally some distance from the iron
atom, the values for Fe(DTOH)z are characteristically different. A semi-
empirical molecular orbital interpretation has been formulated [57], and it is
suggested that in Fe(DTOH)z the two pairs of Fe-N bonds are less alike so
that the symmetry is effectively lowered from D4h to DZh with a simultaneous
increase in quadrupole splitting.

A number of low-spin iron(II) complexes of the types bis-( I ,2-cyclohexane-
dionedioxime)iron(II)XY and phthalocyanineiron(Il)(Z)z (see Fig. 7.11)
show an apparent relationship between the chemical isomer shift and quadru-
pole splitting in the respective series related to the donor properties of the
ligands (Table 7.8) [58]. Application of a 3D-kG external field to [PcFe(py)z]
shows that eZqQ is positive in sign, and that the metal bonds more strongly
to the planar ligands than to the axial ligands. The oxime complexes, however,
have a very large asymmetry parameter. The difference in the ligand field
strength of a nitrogen atom double-bonded to oxygen as opposed to a nitro-
gen atom single-bonded to a hydroxyl group is probably more important
than the lack offourfold rotation symmetry.

Other compounds of iron(II) and iron(III) such as dithiocarbamates and
[Refs.onp.191]
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dithiolenes exhibit unusual phenomena such as intermediate spin states or
spin-crossover equilibria, and these will be considered in detail in the next
chapter.

• Fe

a N

00
• H

• Fe

o N

(a)

(b)

Fig. 7.11 (a) The structure of the complex Fell(niox)2XY, Unlabelled atoms are
carbon. Conjugation is confined to the two O-N-C-C-N-O fragments.
(b) The structure of the complex PcFe(Z)2. The planar ligand is completely con-
jugated. [Ref. 58, Figs. 1 and 2]
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8 I Unusual Electronic Configurations
of Iron

In Chapters 6 and 7 the data for both high-spin and low-spin iron(II) and
iron(III) complexes were discussed. Although these are the common electronic
configurations for these oxidation states, there is also a minority group of
compounds which show either ligand field crossover from high-spin to low-
spin configuration or intermediate spin states, and in addition there are some
uncommon oxidation states.

The following classification can be made:

(1) iron(II) showing 5Tz_IA I crossover;
(2) iron(III) showing 6 AczTz crossover;
(3) iron(II) with 8 = I spin state;
(4) iron(III) with 8 = ! spin state.

It is also convenient to include here the dithiolene group of complexes, as
well as the oxidation states iron(I), iron(IV), and iron(VI). The iron(IV)
oxidation state also occurs in oxide systems such as BaFe03' but these will
be discussed separately in Chapter 10. Covalent diamagnetic complexes such
as carbonyls are included in Chapter 9; the oxidation state of iron in these
complexes spans both positive and negative values and includes iron(O) as in
the binary carbonyls themselves.

8.1 Iron(II) Compounds Showing 5Tz- I A I Crossover

Iron(II) complexes usually adopt either the 5Tz high-spin (8 = 2, weak
ligand field) configuration with four unpaired electrons, or the I Al low-spin
(8 = 0, strong ligand field) diamagnetic configuration. If the energies of the
two possible states are very similar, then both forms should be capable of
coexistence; this criterion for ligand field spin crossover is satisfied only in-
frequently, but the phenomenon is now well documented in several complexes.
A comprehensive discussion of the factors involved has been given by Martin
and White [I]. The Mossbauer spectrum has proved extremely useful in the
study of such systems, and the results obtained are therefore discussed in
detail.
[Refs. on p. 2191



IRON(Il) COMPOUNDS SHOWING 5Tz- I Al CROSSOVER I 195

1,lo-Phenantbroline Complexes
Parameters for many S = 2 and S = 0 1,IO-phenanthroline iron(Il) com-
plexes are tabulated in Chapters 6 and 7. In only two cases, Fe(phen)z(NCS)z
and Fe(phen)z(NCSe)z, has a crossover been found [2]. Detailed magnetic
measurements reveal that the 5Tz-IA I transformation is a sudden one [3].
At high temperatures the magnetic moments are approximately 5·2 BM,
indicating the 5Tz state. The change to I A I takes place at 174 K and 232 K
respectively, although the low-temperature magnetisation data usually indi-
cates a residual moment which is dependent on the particular sample prepara-
tion. The fact that the changeover is nearly discontinuous precludes any
interpretation involving thermal population of close-lying 5Tz and I A I

manifolds. Although no crystallographic phase change is involved, it seems
likely that there is an alteration in molecular dimensions with a not in-
considerable potential barrier between the two states.

The Mossbauer parameters at 293 K and 77 K are clearly those of 5Tz and
I Al configurations (Table 8.1). More extensive measurements [4] over this
temperature range show that the spectrum of Fe(phen)z(NCS)z exhibits
lines due to both spin states in the vicinity of the transition region as shown
in Fig. 8.1. This shows that the interconversion takes place on a time-scale
ofgreater than 10- 7 s, a factor also common to the other 5Tz- I Al transitions,
but contrasting with the 6A c 2Tz transition in iron{III) where the spectrum
is a time-average.

Tris-(2-aminomethylpyridine)iron(II) Halides
The tris-(2-aminomethylpyridine)iron(II) halides, [Fe(2-NHzpich]Xz (X=Cl,
Br, I), also show a spin crossover [5]. In this instance the halide anions have
a very strong effect on the equilibrium, as shown by the magnetic moment
versus temperature plot in Fig. 8.2. No interpretation can be formulated
using a simple thermal excitation model. The chloride gives Mossbauer
spectra indicating 5Tz at room temperature, I Al at 4·2 K, and both states
in coexistence at 77 K, with no detectable interconversion within the ob-
servation time-scale.

Dithiocyanato-bis-(2,2'-bipyridyl)iron(II)
Three polymorphs (designated by A, B, and C in Table 8.1) of the compound
[Fe(bipY)z(NCSh] all show the same 5Tz- I Al crossover behaviour [6]. Once
again there is a precipitous change in the magnetic moment with temperature
rise, presumably associated with significant changes of the molecular dimen-
sions. At low temperatures the change to the I Al state is not complete, a
factor also noted in the 1,IO-phenanthroline derivatives, and this may well
be a consequence of accommodating the two different spatial arrangements
into a single lattice to the best advantage.

[Refs. on p. 219]
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Attempts to prepare the selenocyanato derivative have been unsuccessful,
but a compound nominally Fe(bipY)2"33(NCSe)z can be obtained which
contains both high-spin and low-spin Fe(II) in the ratio I : 2 [7]. It shows no

/'
_A.... --..-..... -"*'"-

.rr;.-.:;--.O'~-:.:-:.:-.:.••:.:-~;.;...._~",,"9,0
cJ
I,,,

,,
Br :

I
I,,

"C1 J:J'
0 --

2'0

4'0

3·0

1·0

5'0

001..----5'-0---10'-0-----15....0-----20'-0----'25-0----'300

Temperalure/K

Fig. 8.2 The temperature dependence of the magnetic moment, Jlelf> of compounds
of the tyPe Fe(2-NH2pichX2 , showing the strong influence of the halide anion.
[Ref. 5, Fig. 1]

evidence for a 5Tz- 1A 1 crossover in the range 77-293 K and is tentatively
formulated as [Fe"(bipyMNCSehlz[Fe2+(bipy)(NCSe)z](bipy).

2-(2'-Pyridyl)imidazole Complexes
Several iron(II) complexes of 2-(2'-pyridyl)imidazole (pyim) also show cross-
over, but less data can be obtained because the proportion of high-spin iron
is always small [8, 9]. However, the latter component is clearly seen in the
Mossbauer spectra (Table 8.1), indicating that the interconversion is slow.

The closely related complexes with the ligand 2-(2'-pyridyl)imidazoline
(pyiH) also feature spin crossover [10]. The perchlorate [Fe(pyiHh](CI04 h
exists in a dark blue (A) form and a dark purple (B) form. Form A is in the
low-spin 1A 1 configuration between 80 K and 294 K, but the B form shows an
abrupt partial but reversible change from high-spin to low-spin as it is cooled
below 100 K. A possible explanation for the existence of the magnetic isomers
lies in the asymmetry of the chelating ligand, which allows in principle the
formation of vicinal and meridial geometric isomers.

The Poly(l-pyrazolyl)borate System
5Tz- 1A 1 crossover has also been reported in a ferrous complex with the
chelating ligand hydro-tris-(l-pyrazolyl)borate [II, 12]. The geometry of the

[Refs. on p. 219]
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Fig. 8.3 The structure of hydro-tris-(l-pyrazolyl)borate chelate. [Ref. 11, Fig. I]

complex is illustrated in Fig. 8.3. Compound I (Fig. 8.3) shows a temperature-
dependent magnetic moment, /-lerr = 5·16 BM at 297 K, /-lerr ~O at 4·2 K;
compound II is low-spin and III is high-spin even at 4·2 K. The crossover
phenomenon is therefore very sensitive to ligand substitution.

Typical spectra of compound I are shown in Fig. 8.4, and parameters are
given in Table 8.1. The quadrupole doublet of the high-spin ferrous iron at
269 K is gradually replaced by the singlet of low-spin ferrous ion as the
temperature is lowered. Phenomenologically it is possible to describe the
high-temperature data in terms of an orbital splitting of the octahedral 5Tzg
state by ~lOoo cm-I, with a singlet I A ig ground state. This accounts for the
large quadrupole splitting observed. At low temperatures the occupied level
is the I Aig state. The intermediate crossover region can be simulated assum-
ing that the singlet-quintet separation is an approximately linear function of
temperature and giving a reversal in their relative positions. However, it
seems likely that the agreement with experiment is fortuitous, and that the
actual situation is more complex than that of a simple thermal equilibrium.

Examination of a single crystal of the compound suggests that the high-
and low-spin forms adopt different crystal structures. Slow thermal cycling
of the crystal through the transition region pulverises it completely. There is
probably a large potential barrier between the two forms, resulting in a slow
interconversion with cooperative collapse of the lattice. There are sug-
gestions of both particle-size effects and hysteresis behaviour in the tempera-
ture dependence of the spin equilibrium, thus accounting for the change
taking place over a range of temperature.

In summary, it can be seen that none of the 5Tz- 1Al conversions of iron(II)
complexes so far investigated involve a simple thermal equilibrium between
two energy levels. Interconversion is slow (~ 10- 7 s) and appears to involve
either a change in dimensions or geometric configuration of the complex.
The change may occur over a temperature range of a few degrees (e.g.
[Fe(phenMNCS)2]) or over more than one hundred degrees (e.g. [Fe(2-
NH2pic)3]CI2).
[Refs. on p. 219]
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8.2 Iron(III) Compounds Showing 6 AczTz Crossover

Many of the iron(III) N,N-dialkyldithiocarbamates show an anomalous
magnetic moment which is intermediate between the values It = 2·0 BM
eTz state of low-spin iron(IlI)) and It = 5·9 BM (6A 1 state of high-spin
iron(III)) and which is temperature dependent. The data are consistent with
the existence of an equilibrium between these two configurations. Several
groups have reported their Mossbauer spectra [13, 14], the definitive work
being by Rickards et al. [15].

An important difference between these complexes and the examples of
sTZ -

1A 1 crossover already discussed is that the Mossbauer spectra only show
evidence for one distinct iron environment in each case. The implication is
that the lifetimes of the two spin configurations are small in comparison to
the Mossbauer excited-state lifetime of 10-7 s. In other words the spectrum
is time-averaged. In a ligand field of perfect cubic symmetry there is no
interaction between the two states and a superposition of the spectra of each
of these is predicted. For lower symmetries the spin-orbit coupling causes
state mixing of the 6 A 1 and zTz via the 4T1 state, which causes a rapid
exchange.

Most of the complexes show a very small room-temperature quadrupole
splitting which increases substantially as the temperature is lowered. There
is also a concomitant increase in the linewidths due to an increase in the
spin-lattice relaxation times, the effect being very marked at 4·2 K. The
pyrrolidyl complex, [(CHz)4NCSz]3Fe, is a pure high-spin iron(III) complex
and the relaxation broadening is such as to generate a well-resolved six-line
spectrum at 4·2 K. Since the compound is not ferromagnetic, it would appear
that only the I ±t> Kramers' doublet contributes to the spectrum, the
I ±-t> and I ±1-> doublets not being populated at this temperature. This is
confirmed by the lack of change in the spectrum in an applied magnetic field
at 4·2 K [16]. If the three Kramers' doublets were close in energy the applied
field would split the levels and cause state mixing, thereby resulting in
relaxation broadening. This effect is not found. Raising the temperature on
the other hand brings about some population of the I ±1-> doublet with
consequent inward broadening and collapse of the hyperfine components
[16, 17]. Detailed calculations have given an accurate simulation of the
observed spectra [17]. The magnitude of the field is 460 kG at 1·3 K [16]
which, when compared with the other values for high-spin iron(III) com-
pounds in Table 6.9, illustrates the effect of a high degree of covalency on the
Fermi contact term of the hyperfine field.

Admixture of the low-spin zTz configuration causes a much faster relaxa-
tion, and changing the size of the alkyl groups and thence the interionic
distance also appears to cause significant changes in behaviour. Application
of external magnetic fields decouples the electron and nuclear spins and
[Refs. on p. 219]
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causes magnetic six-line patterns to partially emerge. Typical spectra for the
iso-butyl derivative are shown in Fig. 8.5.

1
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Fig. 8.5 Mossbauer spectra of iron(III) di-isobutyldithiocarbamate at (a) 300 K,
(b) 195 K, (c) 77 K, (d) 4·2 K, (e) 4·2 K in 5-kG field. [Ref. 15, Fig. 3]

The chemical isomer shifts of all the crossover complexes are very close to
those for the high-spin pyrollidyl derivative (Table 8.2), and in all cases are
more typical of high-spin complexes even when there is considerable low-
spin admixture. The highly polarisable sulphur ligands presumably donate
strongly in a-bonds with the metal d-orbitals, and thereby decrease the
s-electron density at the nucleus, producing a higher chemical isomer shift
than might otherwise be expected.

(RejS. on p. 219]
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Both electronic configurations appear to show small quadrupole splittings
because of distortions from true octahedral symmetry. The large orbital

Table 8.2 Mossbauer parameters for some iron(IIJ) 6 A1-zTz crossover
complexes [I 5]

Compound T/K
~ Il Il(Fe)
/(mms- ' ) /(mms- 1) /(mm s-')

[(CHz)4NCSzhFe 300 0·36 0·40 (Fe) 0·40
77 0·42 0·51 (Fe) 0·51
4·2 0·20 0·53 (Fe) 0·53

[MezNCSzhFe 300 0·26 0·41 (Fe) 0·41
195 0·47 0·43 (Fe) 0·43
77 0·71 0·42 (Fe) 0·42
4·2 0·78 0·49 (Fe) 0·49
1·5 0·78 0·49 (Fe) 0'49

[Bu'zNCSzhFe 300 0·33 0·39 (Fe) 0·39
195 0·49 0·43 (Fe) 0·43
77 0·59 0'46 (Fe) 0·46

[(C6 H ,1hNCSzhFe 300 0·56 0·37 (Fe) 0·37
195 0·66 0·43 (Fe) 0·43
77 0·74 0·47 (Fe) 0·47

High-spin only [19)
[MezCPSzhFe RT 0·18 0·16 (Pt) 0·51
[Pr'zCPSzhFe RT 0·29 0·13 (Pt) 0·48

Low-spin only [19)
[EtzNCSezhFe RT 0·91 -0'12 (PO 0·23
[PhCSzhFe RT 1·87 -0,10 (Pt) 0·25
[PhCHzCSzhFe RT 1·72 0·00 (PO 0'35

contribution to A in the low-spin configuration accounts for the much larger
splitting at low temperatures, and for the strong temperature dependence in
the methyl derivative which has the greatest population of the 6 A 1 state at
room temperature. Theoretical analyses have been attempted but are not
very successful [14]. The combined magnetic-quadrupole effects at low
temperature show that the principal value of the electric field gradient tensor
is positive and is perpendicular to the spin axis.

A more cursory examination of 24 of these tris-(N,N-disubstituted
dithiocarbamato)iron(IlI) complexes showed no significant variation in the
chemical isomer shift which was recorded as 0·38 mm S-l at room tempera-
ture [18]. A significant variation was found in the quadrupole splitting
despite the distance of the substituent groups from the central iron atom, and
correlation with the structural type of ligand was attempted. In general the
experimental parameters were similar to those listed in Table 8.2 from other
workers, and are therefore not given.
[Refs. on p. 219]
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A number of related sulphur and selenium complexes are either high-spin
or low-spin iron(III) with no sign of a crossover equilibrium; they are in-
cluded in Table 8.2 for comparison [19].

8.3 Iron(II) Compounds with S = 1 Spin State
It is a well-known direct consequence of ligand field theory that truly regular
octahedral complexes cannot possess a ground state of intermediate spin.
The majority of iron(lI) complexes have a symmetry which is close to octa-
hedral and as a result they show either S = 2 or S = 0 electronic configura-
tions. There are, however, a few complexes in which the symmetry is very
low, and the intermediate S = I state is the adopted ground level.

Phthalocyanine Iron(II)
Although the bis-substituted derivatives of phthalocyanine iron(II) are dia-
magnetic (see Chapter 7), the parent phthalocyanine iron(lI) is paramagnetic,
and detailed magnetic susceptibility measurements confirm that it has an
S = I configuration [20]. The Mossbauer spectrum has been recorded by
several workers, but the definitive work has included a detailed discussion [21].
A large quadrupole splitting with little dependence on temperature is found
(Table 8.3). Application of a 30-kG magnetic field at 4·2 K causes splitting

Table 8.3 Mossbauer parameters for iron(II) S = 1 complexes

Compound T/K
l1 Il (Fe) Referencej(mm S-I) /(mm S-I)

phthalocyanine iron(II) 293 2-62 0·40 21
77 2·69 0·51 21
4 2·70 0·49 21

[Fe(phenhox].5H2O 293 0·21 0·33 24
[Fe(phenhmal].7H2O 293 0·18 0·34 24

77 0'18 0·27 24
[Fe(phen)2F2]AH2O 293 0·21 0·33 24

77 0·16 0·30 24
[Fe(bipYhox].3H2O 293 0·26 0·34 24

77 0·26 0·27 24
[Fe(bipY)2ma1].3H2O 293 0'31 0·30 24
[Fe(4,7-dmph)2ox]AH2O 293 0·23 0·36 24

77 0·21 0·29 24
[Fe(4,7-dmph)2ma1].7H2O 293 0·27 0·33 24

77 0·21 0·27 24

into a high-energy doublet and a low-energy triplet, showing that the sign of
e2qQ is positive and that the asymmetry parameter 'YJ is small. The precise
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shape of the spectrum and the conventional magnetisation data show that
the magnetic axis does not correspond to the molecular symmetry axis. This
proves that there is no true fourfold symmetry axis, possibly the result of a
Jahn-Teller distortion, for example. It seems likely that the magnetic z axis
lies in the molecular plane. Approximate calculations of the contributions
to the magnetisations suggest that the orbital and dipolar contributions to
the hyperfine magnetic field are HL = +380 kG and HD = +100 kG; these
together with the measured hyperfine field in the plane of maximum mag-
netisation of +270 kG give a Fermi contact term of Hs = -210 kG. This
agrees well with the predictions of the - 220<8z ) rule if S = 1.

The quadrupole splitting does not allow a unique electronic level scheme
to be derived, although the temperature independence confirms lack of
orbital degeneracy and low-lying excited states. It seems likely that covalent
bonding is more important than the contributions from the 3d-non-bonding
electrons. The chemical isomer shift is intermediate between those of the
S = 2 and S = 0 states, but is much closer to the latter.

Two superimposed quadrupole patterns with large and small ~ respec-
tively have been observed in pressure-dependence studies [22]. Interpretation
was in terms of spin excitation from S = I to S = 2 states, but the possibility
of a phase change has not been eliminated.

The iron(II) phthalocyanine complexes [FePc]n- (n = -1, 0, + 1, 2, 3, 4)
have been studied over a range of temperature, and the observed spectra
discussed in terms of the molecular orbital treatment of these complexes [23].
Progressive reduction has little effect on the spectrum.

Iron(II)-bis-(a-diimine) Complexes
A number of 1,1O-phenanthroline, 2,2'-bipyridyl, and 4,7-dimethyl-I,10-
phenanthroline complexes (see Table 8.3) have also been observed to have
an S = 1 ground state and show magnetic moments of between 3·8 and
4·0 BM at 293 K [24, 25]. The chemical isomer shifts are very similar to those
for corresponding S = 0 complexes. The very small quadrupole splittings
observed are held to be compatible with a Iyz)Z Ixz)Z Ixy)l Ix Z _ yZ)l
ground state in which the contributions to the electric field gradient effectively
cancel.

8.4 Iron(III) Compounds with S = t Spin State
Bis-(N,N-dialkyidithiocarbamato)iron(lll) Halides
An interesting class of iron(III) complex is the type (RzNCSz)FeX where R
is an alkyl group and X is a halogen. These compounds are penta-coordinate
with an approximately square pyramidal geometry around the iron atom and
with the halide ligand at the apex, although the full symmetry is no higher
than Czv (Fig. 8.6). It is, however, a geometry which favours stabilisation
[Refs. on p. 219]
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of the intermediate S = t spin configuration. Four complexes have been
studied in detail by e.s.r., Mossbauer, and magnetic susceptibility methods

Ct

/
I 2·30

~---3-68-----~
Fig. 8.6. Structural formula and local iron symmetry of [EhNCS2h FeCI. [Ref. 26,
Fig. 1]

[26-28], and in addition to possessing the unusual spin state, they have also
been found to show unexpectedly complex magnetic properties.

Typical spectra at 1·2 K are shown in Fig. 8.7, and values are in Table 8.4.
Prominent features of the Mossbauer spectra are as follows:

(a) [Et2NCS2]2FeBr-a simple quadrupole splitting between 1·2 K and
300 K with no appreciable temperature dependence.

(b) [pr'2NCS2hFeCI-a sharp paramagnetic hyperfine splitting is shown at
[Refs. on p. 219]
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1·2 K with the major axis of the electric field gradient tensor perpendicu-
lar to the spin axis.

(c) [Et2NCS2]2FeCl-a spectrum which is virtually identical to spectrum (b)
but arising from ferromagnetic ordering below 2·5 K; the distinction was
established on the basis of d.c. susceptibility measurements.

(d) [Me2NCS2]2FeCl-a paramagnetic hyperfine splitting which is con-
siderably broadened because of electronic relaxation.

Table 8.4 Mossbauer parameters for iron(III) S = -! complexes [26]

Compound T/K !e2qQ 1]
/(mm S-1)

[Et,NCS2bFeBr 1·2 2,88*
[Prl2NCS2bFeCI 1·2 2-68 0'16
[Et2NCS2bFeCI 1·2 2-68 0·15
[Me2NCS2bFeCI 1·2 2-66 0·15

* Actually te2qQ(l + !TJ2)!

H/kG

334
333
338

The spin Hamiltonian appropriate to rhombic symmetry may be approxi-
mated by

.Yt = gf-lBH.S + D{8/ - t8(8 + I)}

and when the field H is zero, the orbital singlet-spin quartet ground term
splits into two Kramers' doublets with a spacing of 2D. If D is positive
the IM s = ±t> level lies lowest. In this instance by analogy with the
18= t, M s = ±!> level of the Fe3 + 68 ion we anticipate a fast electronic
relaxation rate and no observation of magnetic splitting. However, when the
IM s = ±t> doublet is lowest, the effective relaxation times are much longer.
In the chloro-complexes it is, in fact, this I8 = t, M s = ±t> state which is
the ground state, and a paramagnetic hyperfine field corresponding to
<8%> = ±t is observed. The actual value of --335 kG is in fortuitous agree-
ment with the -220(8%> rule for the Fermi contact term. The lack of mag-
netic splitting in the bromo-complex may indicate that the IM s = ±-D
level lies lowest in this case, and this has been confirmed by e.s.r. data.

The ferromagnetic ordering in [Et2NCS2]2FeCI merely removes the
degeneracy of the IM s = ±t> level, but since the IM s = +t> and
IM s = -t> states give identical spectra, there is no apparent effect on the
Mossbauer spectrum as long as the relaxation times between the two states
is long. The subtle differences in magnetic behaviour pose the interesting
question as to how the magnetic order is achieved, and why it is only found
in the one case.

Although these initial experiments did not show any distinction between
[Refs. on p. 2191
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the paramagnetic splitting in [PrizNCSzhFeCI and ferromagnetic ordering
in [EtzNCSzhFeCl, it is possible to demonstrate this difference by applying
an external magnetic field [29]. A 30-kG field applied to the latter compound
at 1·6 K reduces the observed internal field by 22 kG, establishing that the
sign of Heff is negative (i.e. the spins are partially aligning antiparallel to the
applied field; full alignment of the spins to give a 30-kG reduction does not
occur because the internal magnetic field is not saturated even at 1·6 K).
The temperature dependence of the field is also consistent with ferromagnetic
ordering, and the spectrum lines remain sharp.

In the [PrizNCSz]zFeCl derivative a different behaviour is found. A 5-kG
field at 1·3 K is sufficient to split the I M s = ±f> and I M s = ±-!-> Kramers'
levels which are only separated by 4 K and causes appreciable state mixing.
This allows additional transitions between levels, a faster relaxation time,
and an observed increase in the width of the lines in the spectrum.

Both compounds show relaxation effects above 2 K, but in the para-
magnetic case they persist over a much larger range of temperature. A very
detailed analysis has been given [17], and some typical computed curves
together with experimental data are given in Fig. 8.8.

The direction of the spin axis with respect to the molecular axes has not
been determined. The electric field gradient cannot be generated by the non-
bonding electrons in the quartet term, and presumably originates from lattice
contributions, but no analysis has been attempted.

Spectra have recently been recorded at room temperature for a total of
28 compounds of this type, namely [RzNCSzhFeX where X = Cl, Br, I,
NCS, and C6 FsCOz, and Rz = Mez, Etz, C6 H12 , (C6 Hllh, CSH14, etc. All
give very similar spectra [30]. One may therefore assume that all have the
S = f spin state. The chemical isomer shift is virtually independent of R
and X {r5(Fe) = 0·38 ± 0·02 mm S-l}, but the quadrupole splitting, although
independent of R, shows a strong dependence on the nature of X and ranges
from 2·4 to 3·0 mm S-l.

~S-

Me~s-

R"", /s-
C
II

R/C"",S-

8.5 Iron 1,2-Dithiolate Complexes
It is not always possible to make a systematic comparison of the effects on
the Mossbauer parameters of variations in the ligand and of the overall
charge state for a large series of complexes. One of the few cases where this
has proved possible is for the 1,2-dithiolate complexes with ligands such as
a substituted cis-ethylene-I,2-dithiolate (I), tetrachlorobenzene-I,2-dithiolate

Cl~S-

Cl~
Cl s-

(I) (il) (ill)
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(II), or toluene-3,4-dithiolate (Ill) [31, 32]. Parameters for 32 such complexes
are listed in Table 8.5.

The anion [Fe{S2CiCNhh]- has been shown by X-ray analysis to be
dimeric in the solid state and to have the structure IV.

(N)

2-

(V)

Compounds (1-5) are all very similar with one unpaired electron per iron
atom, large quadrupole splittings, and a chemical isomer shift compatible
with a low-spin Fe(III) S = 1- configuration. All may therefore be presumed
to have the same dimeric structure IV. The quadrupole splittings range from
2·37 to 3·02 mm S-1 at 77 K and are some of the largest known for this
electronic configuration of iron.

Compounds (6-8) contain the basic structural unit [Fe(py){-S2h]-; they
have three unpaired electrons and are probably penta-coordinate Fe(III)
S = t compounds (structure V) similar to the bis-(N,N'-dithiocarbamato)-
iron(III) halides discussed in the preceding section. Both series show an
approximately systematic variation in ~ with change in the ligand which is
not matched by a corresponding variation in the chemical isomer shift, so
that it seems unlikely that large changes in delocalisation are occurring. The
very small temperature dependence of ~ in the S = ! complexes makes it
difficult to determine the electronic level separations.

Compounds (9) and (10) are believed to be similar to the pyridine adducts,
i.e. penta-coordinate with S = t. Compounds (11-13) contain potentially
bidentate ligands, and the smaller quadrupole splittings recorded may well
be indicative of 6-coordination as in structure VI for (12) and (13) with a
chain-polymeric structure involving both nitrogen atoms of the ligand for (II).

(VI)

[Refs. on p. 219]



Table 8.5 Mossbauer parameters of 1,2-dithiolate complexes [32]
--

Compound T/K
11 Il(Fe)t
/(mm S-l) /(mm S-l)

(1) [Et4Nh[Fe{SzCzPhzhb 295 2-45 0·27
77 2·37 0-35

(2) [Et4Nh[Fe{SzCz(CF3 hhb 295 2-50 0·23
77 2-50 0-33

(3) [Et4Nh[Fe{SzCz(CNhhb 295 2·81 0-24
77 2-76 0·33

(4) [Bu"4Nh[Fe{SzC6H 3Mehb 295 2-99 0·28
77 2'95 0·34

(5) [Bu"4Nh[Fe{SzC6CI4hb 295 3-03 0-23
77 3·02 0-32

(6) [Ph4P][Fe(py){SzCz(CN)zh1 295 2'51 0-27
77 2-41 0·33

(7) [Et4N][Fe(py){SzCz(CF3hh1 295 2-54 0'28
77 2-61 0-33

(8) [Et4N][Fe(py){SzC6CI4h1 295 3-12 0-23
77 3-02 0-33

(9) [Bu"4][Fe(y-pic){SzCz(CNhh1 295 2-61 0-26
77 2-59 0'36

(10) [Bu"4N][Fe(i-quin){SzCz(CNhh1 295 2-44 0·29
77 2-46 0'36

(11) [Bu"4N][Fe(4-NHzpy){SzCz(CNhh1 295 2'20 0-27
77 2-18 0·37

(12) [Bu"4N][Fe(phen){SzCz(CNhh1 295 1·76 0·25
77 1·80 0-31

(13) [Bu"4N][Fe(bipy){SzCz(CNhh1 295 1'75 0-24
77 1-85 0'32*

(14) [Ph4P][Fe(NO){SzCz(CNhh1 295 1-69 -0'06
77 1·68 0·05

(15) [Et4N][Fe(NO){SzCzPhzlz1 295 1-99 -0,06
77 1·98 0·01

(16) [Et4N][Fe(NO){SzCz(CF3hh1 295 2·01 -0-10
77 2·11 0-02

(17) [Bu"4][Fe(NO){SzC6H3Melz1 295 2-23 -0,04
77 2·26 0-04

continued
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Table 8.5 continued

Compound T/K
~ Il (Fe)t
/(mm s-') /(mms-')

(18) [Bu"4][Fe(NO){S2C6 C14 hl 77 (2-41) (0'36)

(19) [Ph4Pj,[Fe(NO){S2C2(CNhhl 77 0·97 0,21*

(20) [Ph4Pj,[Fe(NO){S2C6H 3MehI 77 *

(21) [Bu"4Nj,[Fe(NO){S2C6CI4hl 77 *

(22) [Bu"4Nj,[Fe(CNO){S2C2(CN)2hl 77 *

(23) [Bu"4Nj,[Fe(CN){S2C2(CN)2hl 77 2'06 0'22*

(24) [Ph4Pj,[Fe{S2C2(CN)2hl 295 1·59 0·16
77 1·57 0·24

(25) [Ph4Ph[Fe{S2C2(CNhhl 190 1-67 0,33*
77 1-69 0,39*

(26) [Fe{S2C2Ph2hh 295 2·05 0·16
77 2·01 0'25

(27) [Fe{S2C2(CF3hhh 77 2·39 0'25

(28) [Fe{S2C6CI4hh 295 3·15 0·23
77 3'15 0·32

(29) [Fe2(NOh{S2C2Ph2hICHCb 295 1·58 -0,08
1·27 0·21

77 1·57 -0,01
1·26 0·29

(30) [Et4N][Fe(NO){S2C2Ph2hl" 295 1·04 0'15
77 0'98 0·20

(31) [Fe(NO){S2C2Ph2hl 295 1'65 -0,02
77 1'65 0·06

(32) [Fe(Ph3P){S2C2Ph2hl 295 2·75 0·03
77 2·78 0·12

* Broadened by relaxation processes.
t Converted from sodium nitroprusside by subtraction of 0'26 mm S-l.

The monoanionic nitrosyl complexes (14-18) [Fe(NO){-Szh]- are prob-
ably diamagnetic iron(II) complexes with structure V, the considerably
lower chemical isomer shift being produced by the back donation of electrons
to the nitrosyl group. The [Fe(NO){-SzhP- complexes (19-23) feature an
additional electron which is believed to be in a n* NO orbital. This decreases
the d"-p,, back donation by the iron atom to these orbitals, effectively in-
creases the 3d-electron density and increases the chemical isomer shift.

The tris-complexes [Fe{-Szh]Z- and [Fe{-SZ}3P- (24) and (25) contain
two and one unpaired electrons respectively with nominal oxidation states
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of +4 and +3. The increase in chemical isomer shift from 0·24 to 0·39
mm S-l at 77 K is consistent with addition of an electron to an orbital of
largely metallic character, rather than to a ligand orbital. Suggested con-
figurations for these complexes are

at'(dz2)Ze'(dxy' dX 2_y2)Z and at'(dz2)Ze'(dxy' dX L y 2)3

which are not easy to reconcile with the observed quadrupole splittings.
Several of the above-mentioned compounds show considerable asymmetry
in the spectrum due to spin relaxation.

Complexes (26-28) are probably dimers because they show similar spectra to
(1-5). The chemicalisomer shifts ofcompounds (28) and(5), i.e. [Fe{SzC6CI4hh
and [Fe{SzC6CI4hhz-, are identical, suggesting that the added electrons are
delocalised largely to the ligands. By contrast, the pairs of compounds (26, 1)
and (27,2) show increases in chemical isomer shift on reduction which are
similar to that observed for the pair (24, 25) discussed in the preceding para-
graph, implying that in these instances electron delocalisation onto ligand-
based orbitals is not nearly so extensive as in the pair (28) and (5).

The Mossbauer spectrum of compound (29) shows it to contain two iron
environments, and comparison of the parameters with the other data suggests
that the dimeric unit contains one 5-coordinated and one 6-coordinated iron
atom. The neutral monomers (31) and (32) are equivalent to the penta-
coordinated monoanions with an electron removed, possibly from a ligand-
based orbital. A ligand-field treatment for the temperature dependence of
the quadrupole splitting in some of these complexes has been suggested [33].

8.6 Systems Containing lron(l), Iron(IV), and lron(VI)
High-spin Iron(I)
The ionic species Fe+ is not found in stable compounds, but its existence has
been shown as a substitutional impurity in ionic lattices. Experiments [34]
involving the doping of 57CoCIz into KCI at 550°C were found to give
predominantly a resonance having a room-temperature chemical isomer shift
of --,+0'4 mm S-l (relative to iron metal). Quenched samples also showed a
weak absorption at +2·09 mm S-l, although no explanation was offered.
Subsequent work [35] using NaCI as the source matrix also showed that these
two resonances could occur in quenched samples, the chemical isomer shifts
being --,+0'4 mm S-l and + 1·98 mm S-l at 80 K. The former resonance
may be attributed to an iron atom in the Fe H state, and the small quadrupole
splitting found with this resonance is ascribed to the influence of the associ-
ated positive ion vacancy. The line at higher velocity is due to an isolated Fe+
ion substitutionally replacing a sodium ion at a site of cubic symmetry. The
large chemical isomer shift is compatible with a 3d7 configuration.

57CO doped into MgO and CaO produces Fe+ and Fez+ impurities [36].
[Refs. on p. 219]
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The Fe+ ground term is 3d? (4F, L = 3, S = !) which splits in a cubic
crystalline field into two orbitally degenerate triplets and an orbital singlet
with one of the orbital triplets lying lowest. The spectrum of 57CojMgO at
4·2 K in external magnetic fields of various magnitudes allows the intrinsic
magnetic field at the Fe+ nucleus to be estimated as +20 kG. The values of
H L and H D for cubic symmetry are calculated to be +231 and 0 kG respec-
tively, giving the Fermi contact term as H = -211 kG. Similar experiments
in CaO gave an intrinsic field of +28 kG.

I) (Fe)
/(mms-')

0'17
0·25
0·27
0·12
0·20
0·20

T/K
298

78
4·2

298
78

4·2

trans-[Fe(das)2Br2][BF41

trans-[Fe(dashCb][BF41

lron(lV)
Very few molecular complexes containing the oxidation state iron(IV) are
known, the most familiar being with the ligand o-phenylene-bis-(dimethyl-
arsine). Two of these complexes have been examined and show a large
temperature-independent quadrupole splitting [37].

d
/(mm s-')

3·16
3'19
3·25
3·07
3·30
3·22

The sign of e2qQ was found to be positive in the chloride complex by using
the magnetic field perturbation method, and this confirms the ground state
of the low-spin 3d4 configuration to be a singlet Idxy) state. The compara-
tively large value for Ll tends to suggest that there is little tendency for back
n-donation from iron to the four planar arsenic atoms. The temperature
independence of Ll signifies a large crystal field splitting of the lower elec-
tronic levels.

Iron(VI)
The iron(VI) compound, K2Fe04' gives a single-line resonance at -0,78
mm S-1 at 78 K (-0·88 mm S-1 at 298 K) [38]. As might be expected for a
tetrahedrally coordinated nominal 3d2 configuration, there is no significant
quadrupole splitting. Although various electronic configurations have been
postulated on the basis of the chemical isomer shift value, they are very
dependent on the calibration of the shift scale adopted, and it is therefore
difficult to assess the role of covalent bonding with the ligands. Nevertheless,
it remains true that compound K2Fe04 has the lowest chemical isomer shift
of any iron compound yet studied. The chemical isomer shift increases in
the order Fe6+ < Fe3+ < FeH < Fe+ for the high-spin configurations.

Magnetic susceptibility data suggest the onset of the antiferromagnetic
ordering below 5 K, and this has been confirmed by observation of a 142-kG
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field at 1·6 K in K2Fe04 [39]. BaFe04 gives a field of 115 kG at 4 K [40],
but SrFe04 is still paramagnetic at 2 K. The quadrupole splitting is still zero
in the magnetically ordered state.

Low-spin Iron(1) with S = t
Another unusual group of iron compounds are the bis-(N,N-dialkyldithio-
carbamato)iron nitrosyl complexes. Several brief investigations have been
made [41, 42], but the definitive study is of one compound only, the diethyl
derivative [43].

[Et2NCS2]2FeNO may be considered formally as a low-spin iron(I) (d 7 )

complex, and it has a single unpaired electron. The Mossbauer spectrum in
the temperature range 1'3-300 K is a simple quadrupole doublet, the splitting
being virtually independent of temperature as shown in Table 8.6. A IS-kG
applied field at 4·2 K gives magnetic splitting indicating e2qQ to be positive,
but because of the low symmetry of the molecule, this cannot be used to infer
the electronic ground state directly.

Table 8.6 Mossbauer data for
[EhNCS2hFeNO from Ref. 43

T/K
~ Il (Fe)
/(mms-') /(mms-')

300 0·89 0·28
77 0·87 0·34
4·2 0'89 0'35
1·8 1·03 0·36
1'3 1·03 0·38

Application of large external fields H induces strong magnetic splitting
(Fig. 8.9), and the effective field Herr may be fitted by the equation

Herr = HnBs(~:) - H
where Hn is the saturation value of the field specified by the Brillouin function
B.{flB/kT) for a spin 8. Agreement with experiment is only obtained for
8 = -t and H n = 110 kG. This establishes that the low-temperature suscepti-
bility is that for a free spin of 8 = -t, a fact not previously established by
magnetic susceptibility measurements. The value of H n approximates to the
-220<8z) rule. Computer calculations of the predicted spectrum in external
fields with different assumed electronic ground states were in good agreement
with a dz

2 configuration but not with dX 2_ y 2. A dz 2 electron would give a
negative value for e2qQ, but one must conclude in this instance that the
lattice contributions to the electric field gradient are dominant.

Spectra have also been given for the reduction products of sodium nitro-
[Refs. on p. 219]
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prusside, [Fe(CN)sNOP- and [Fe(CN)sNOHP- [44]. [Fe(CN)sNOP-
appears to have a configuration close to (dX%) dyz)4 (dxy)2 dnoNO' The extra
electron resides entirely on the NO as measurements in applied magnetic
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Fig. 8.9 Mossbauer spectra of [Et2NCS 2 hFeNO at (a) 4·2 K, (b) 4·2 K in IS-kG
field, (c) 4·2 K in 30-kG field, (d) 1·8 Kin 30-kG field. [Ref. 43, Fig. 1]

fields show no sign of unpaired spin density on the iron. The gross rearrange-
ment of charge reverses the sign of e2qQ from positive in nitroprusside to
negative in [Fe(CN)sNOp-. [Fe(CN)sNOHP- gives very complex effects in
applied fields which are fully consistent with a (dm dyz)4(dxy)2dz2 configuration.
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9 Covalent Iron Compounds

There is a large class of iron organometallic compounds which can be des-
cribed as molecular, diamagnetic, and highly covalent. They are derived in
the main from the parent compounds iron pentacarbonyl, Fe(CO)s, and the
cyclopentadienyl complex ferrocene, (n-CsHshFe or CP2Fe. In view of their
large numbers, it is not surprising that considerable Mossbauer spectral data
are available, but as we shall now see the interpretation of this data intro-
duces considerable problems.

The very fact that there is no effective electronic spin moment ensures that
internal magnetic hyperfine fields are not observed. Neither can one expect
to find close-lying excited electronic levels which will give a temperature-
dependent quadrupole splitting by thermal excitation, as found for example
in high-spin iron(II). As a result, the amount of significant information
which can be obtained from a given Mossbauer spectrum is proportionately
low. Furthermore, the difficulties of estimating electric field gradients and
s-electron densities are much greater in environments where there is very
marked ligand participation in the bonding. It is, therefore, generally not
possible to deduce as much from the spectrum of a single compound as one
sometimes can for the paramagnetic iron complexes.

Although the prospects appear discouraging at first sight, it has been con-
vincingly shown that significant information can be deduced from the spectra
of large series of closely related compounds, particularly as regards their
stereochemistry and the changing trends in (1- and n-bonding from the
ligands. It is also possible to use the Mossbauer spectrum as a diagnostic test
of sample integrity during the preparation of new complexes. Thus, one can
often show the presence of impurity, and perhaps even establish its identity,
very quickly by this method. The two primary Mossbauer parameters, the
chemical isomer shift and quadrupole splitting, may also give an indication
of the type of stereochemistry and bonding occurring in the new complex.
The chemical isomer shifts actually recorded range from -0,18 mm S-1 to
0·54 mm S-1 (relative to iron metal), with quadrupole splittings from zero up
to 2·8mm S-1. 'Although an early attempt was made [1] to establish the con-
cept of a scale of 'partial chemical isomer shifts' for different ligands, it is
not sufficiently successful for it to be generally applicable. This is partly a result

[Refs. on p. 237]
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of the wide range of stereochemistries encountered. The concept is, however,
occasionally useful within a limited series of compounds.

9.1 Binary Carbonyls, Carbonyl Anions, and Hydride Anions
Fe(CO)s, Fe2(CO)9, and Fe3(CO)12
The parent carbonyl Fe(CO)s has a trigonal bipyramidal configuration
(Fig. 9.1, structure 1). A large electric field gradient and a substantial quadru-
pole splitting can be anticipated as a result of the non-cubic iron site sym-
metry, and these are indeed found (see Table 9.1) [2-6]. At liquid nitrogen

-f:~ • =Fe

0== CO

7. Fe4{CO)f3-

3.Fe3[CO)12

6. Fe3[COJJ1-

H
10,Fe3(CO)11 W

2.Fez(CO)~

5.Fez(CO)~-

9. Fe2(CO)sH-

1. Fe[CO)s

4.Fe(CO)~-

8.Fe{CO)4H-

kff
.+~

Fig. 9.1 Structures of iron carbonyls, carbonyl anions, and carbonyl hydride anions.
[Ref. 5, Fig. 1]

temperature the quadrupole splitting is 2·57 mm s-1, and is virtually in-
dependent of temperature. This latter feature is common to all the complexes
in this chapter, and the tabulated data are, therefore, given for one tempera-
ture only, usually 80 K. Fe(CO)s is a liquid at room temperature, and
freezing can cause partial orientation in the solid matrix with consequent
asymmetry in the quadrupole doublet [2]. The M6ssbauer parameters of
frozen solutions of Fe(CO)s in tetrachlorethane are essentially the same,
showing that the principal contributions derive solely from the bonding of
the molecular unit rather than from intermolecular or lattice interactions.
[Refs. on p. 237]
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Fez(COh has axial symmetry with three bridging (CO) groups and a
presumed Fe-Fe bond (Fig. 9.1, structure 2). Early spectra showed a small
quadrupole splitting with considerable asymmetry in intensity [2, 3, 7].

Table 9.1 Mossbauer parameters [5] for iron carbonyls,
carbonyl anions, and carbonyl hydride anions

Compound
L).* I> (Fe)*
/(mms- I ) /(mms- I )

1 Fe(CO), 2·57 -0·09
2 Fe2(CO)9 0·42 0·16
3 Fe3(CO)12 1·13 0·11 (2 atoms)

0'13 0·05 (1 atom)
4 Na2[Fe(CO)4] 0·00 -0,18
5 [Et4Nh[Fe2(CO)8] 2·22 -0,08
6 [Fe(enh][FelCO)lIl 2·11 -0,10 (anion)

1-19 1·12 (cation)
7 [Et4Nh[Fe4(CO)I3] 0·27 0·02
8 [Et4N][Fe(CO)4H] 1'36 -0'17
9 [Et4N][Fe2(CO)sH] 0'50 0·07

10 [Et4N][Fe3(CO)uH] 1·41 0·04 (2 atoms)
0·16 0·02 (l atom)

11 [pyH][Fe4(CObH] --0·67 --0'07

* All data at 80 K and calibrated from sodium nitroprusside at
room temperature. Converted to iron metal by subtracting
0'26 mm S-1 from 1>.

Careful reinvestigation [8] showed that this was due to a strong tendency
towards preferential orientation of the sample. The exact intensity ratio is
then a function of absorber inclination as illustrated in Fig. 9.2. Non-
oriented absorbers could be prepared to give equal peak intensities. Optical
polarisation measurements showed that the crystallites tend to pack with the
'c' axis parallel to the y-ray direction (assumed to be normal to the absorber
p]ane: i.e. parallel to the Fe-Fe axis of the Fez(CO)9') The quadrupole
coupling constant e2qQ was thereby shown to be positive.

One of the more spectacular results of Mossbauer spectroscopy in its
formative years was the controversy it reopened over the correct structure of
Fe3(CO)12' In 1962 the accepted structure, which had been proposed on an
incomplete analysis of X-ray data, was an equilateral triangle of three
Fe(CO)2 units with two (CO) bridges along each side. On this basis, as there
is only one iron environment only one quadrupole doublet would be ex-
pected. However, the observed spectrum appears to contain three lines of
equal intensity [2, 3, 7] although the central line has recently been shown to
be slightly quadrupole split (Fig. 9.3) [5]. Clearly there are two equivalent
iron sites, which are distinct from the third. The correct structure (structure
3) was suggested by the close similarity of the M6ssbauer spectrum with that

[Refs. on p. 237]
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of [Fe3(CO)l1H]- [9], and by an X-ray structure determination on the
latter [10], and has since been fully confirmed by X-ray methods [11]. It may
be pictured as being derived from Fe2(CO)9 by replacing a (CO) bridge with
a bridging Fe(CO)4 group.

The Dianions and Hydride Anions
Of the dianions (Fig. 9.1, structures 4-7) only the structure of [Fez(CO)13]2-
has been confirmed by full X-ray analysis. The Mossbauer spectra [5, 6, 9]
all show only one distinct line or quadrupole doublet, implying a high
symmetry. However, as with all other spectroscopic techniques, absence of
more than one set of resonance lines does not establish the presence of a
single iron environment, but merely that, if differing environments exist,
this difference is not resolved spectroscopically. Thus, the Mossbauer
resonances from the two confirmed site symmetries in [FeiCO)13]2- are not
resolved. [Fe(CO)4]2- has a zero quadrupole splitting as expected for a
tetrahedral geometry, contrasting with the large value for [Fez(CO)s]2-
which was thereby shown to be trigonal bipyramidal like Fe(COh. Addi-
tional evidence on this point comes from the absence of infrared bands in
the bridging carbonyl region for the dianion [6].

The hydride anions are rather unstable at room temperature and are not
so well known except for [Fe3(CO)1lH]-. Structures are shown in Fig. 9.1,
that of [FeiCO)13H]- being unknown. The structure of [Fe2(CO)sH]- was
suggested from infrared and Mossbauer evidence on the basis of its similarity
to Fez(CO)9 [12]. The Mossbauer data are in Table 9.1.

Viewing the data as a whole, two generalisations can be made: (i) the
chemical isomer shift decreases as the anionic charge increases; (ii) the

(a) 2 (bl

r
0·4

• 3019'11-' '11
0'3 ·3b '100
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fe4 • 7:10b
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E
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0'2
Fez 1 ~5Fe3 J
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• Ignoring triply bridged carbonyls

Fig. 9.4 Trends of chemical isomer shift (j with charge and coordination number.
[Ref. 5, Fig. 3]
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chemical isomer shift increases as the coordination number increases. These
features are illustrated in Fig. 9.4. Furthermore, the quadrupole splitting is
less than 0·6 mm S-l for 4- and 6-coordination; it is in the range 2,1-2,6
mm S-l for 5-coordination, and 0·4-1-4 mm S-l for effective 7-coordina-
tion. [Fe(CO)4H]- shows a smaller quadrupole splitting than expected for
5-coordination and presumably has C3v symmetry as drawn in Fig. 9.1 rather
than a planar grouping of the equatorial carbonyls.

Detailed interpretation is prevented by the gross inadequacies in our
knowledge of the detailed bonding and electron distribution in this type of
complex. However, it can be said that the observed chemical isomer shifts
result from the interplay of at least five factors, three of which decrease 0 and
two of which may act in the opposite direction. Thus, there may be:

(1) an increase in 4s-participation in the bonding by a-donation from
the ligands (decreases 0)

(2) an increase in the effective 3d-population by a-donation from the
ligands (increases 0 by increased shielding effects)

(3) an increase in the n-back donation to the ligands (decreases 0 by
reducing shielding)

(4) radial expansion of any non-bonding electrons as a result of electron
correlation (decreases 0)

(5) effective radial expansion of the bonding orbitals upon molecular
orbital formation affecting both 3d- and 4s-symmetry types (opposing
effect on 0).

9.2 Substituted Iron Carbonyls
Derivatives of Fe(CO)s
In the following sections it is not proposed to list all carbonyl complexes
which have been examined, but all papers containing information on these
complexes are referred to. The discussion will be limited to important
aspects and to a representative selection of data. As already remarked, the
study of a closely related series of compounds is frequently more rewarding
than the attempt to derive detailed bonding information from the spectrum
of a single covalent complex in isolation. Collins and Pettit [13] examined a
range of compounds of the type LFe(CO)4 where L is a two-electron donor
such as triphenylphosphine or ;r-allyl. As can be seen from the first nine
compounds in Table 9.2, there is an approximately linear correlation between
the chemical isomer shift and the quadrupole splitting, which attaches con-
siderable significance to the L-Fe bond. The tendency to donate electrons
from the ligand decreases in the order moving down the table. Thus
(Ph3P)Fe(CO)4 is considered to have an enhanced 4s-electron occupation
from a-donation, and a correspondingly more negative shift. The alternative
process of back donation from the 3d-orbitals to the ligand ;r-orbitals
[Refs. on p. 237]



Table 9.2 Mossbauer parameters for substituted mono-iron carbonyls

Compound ~ ~ a(Fe) Reference/(mm S-l) /(mm S-l) /(mm S-l)

Ph3PFe(CO)4 2·54 -0,314 (Cu) -0'088 13
triethylphosphite Fe(CO)4 2-31 -0'348 (Cu) -0,122 13
acenaphthalene Fe(CO)4 1·78 -0,236 (Cu) -0,010 13
trans-cinnamaldehyde: Fe(CO)4 1·75 -0,238 (Cu) -0,012 13
maleic anhydride: Fe(CO)4 1·41 -0,214 (Cu) 0'012 13
syn-syn-l,3-dimethyl-1T-

allyl: Fe(CO)4+BF4- 1'16 -0,174 (Cu) 0·052 13
syn-l-methyl-1T-allyl: Fe(CO)4+BF4- 1·01 -0'158 (Cu) 0·068 13
1T-allyl: Fe(CO)4+BF4- 0'93 -0,165 (Cu) 0·061 13
Iz:Fe(CO)4 0'38 -0,084 (Cu) 0·142 13

2-methoxy-3,5-hexadiene-Fe(CO)3 1'71 -0,218 (Cu) 0'008 4
racemic-5,6-dimethyl-1,3,7,9-

tetradecaene[Fe(CO)3]Z 1·69 -0,216 (Cu) 0·010 4
allo-ocimine-Fe(CO)3 1'75 -0,214 (Cu) 0·012 4
meso-5,6-dimethyl-l,3,7,9-tetradecaene

[Fe(CO)3)z 1·58 -0,208 (Cu) 0'018 4
2-hydroxy-3,5-hexadiene-Fe(CO)3 1·56 -0'202 (Cu) 0·024 4
butadiene-Fe(CO)3 1·46 -0,198 (Cu) 0·028 4
7-acetoxy-bicycJoheptadiene-Fe(CO)3 2'01 -0,191 (Cu) 0·035 4
I-phenylbutadiene-Fe(CO)3 1·59 -0,178 (Cu) 0·048 4
2,4-hexadienoic acid-Fe(COh 1-63 -0,178 (Cu) 0·048 4

1,5-dimethyl-pentadienyl-Fe(COh+BF4- 1-83 -0,126 (Cu) 0·100 4
I-methyl-pentadienyl-Fe(COh+SbCI6- 1·69 -0'126 (Cu) 0·100 4
cycJohexadienyl-Fe(COh+CI04- 1-66 -0,122 (Cu) 0·104 4
I-methyl-pentadienyl-Fe(COh+CI04- 1·70 -0,117 (Cu) 0·109 4
I-methyl-pentadienyl-Fe(COh+BF4- 1·72 -0,117 (Cu) 0'109 4
cycJoheptadienyl-Fe(COh+BF4- 1·57 -0,111 (Cu) 0·115 4
I-methyl-pentadienyl-Fe(COh+PF6- 1·67 -0'103 (Cu) 0·123 4
bicycJo-octadienyl-Fe(COh+BF4- 1'79 -0,098 (Cu) 0'128 4

(Ph3PhFe(COh 2'76 -0,324 (Cu) -0,098 4

ffosFe(COh 2-336 0·200 (NP) -0,057 16
f6 fosFe(COh 2-342 0·197 (NP) -0,060 16
diphosFe(COh 2·124 0·185 (NP) -0,072 16
diarsFe(CO)3 2·267 0·227 (NP) -0'030 16
ffosFe(CO)4 2-607 0·188 (NP) -0'069 16
ffarsFe(CO)4 2'791 0·207 (NP) -0,050 16
diphosFez(CO)8 2'463 0·161 (NP) -0,096 16
diarsFez(CO)g 2-681 0·188 (NP) -0,069 16
ffarsFez(CO)s 2-820 0·207 (NP) -0,050 16

Fe(COMNOh 0·328 0·062 (Fe) 0·062 17
-0'337* (71--0'85) 0,089* 17

K[Fe(CO)3NO] 0·362 -0,083 (Fe) -0,083 17
+0'355* (71--0) -0'070* 17

Hg[Fe(COhNO)z 1·318 0·023 (Fe) 0'023 17
(Ph3P)Fe(CO)(NOh 0·553 0·038 (Fe) 0·038 17
(Ph3PhFe(NOh 0'687 0·088 (Fe) 0·088 17

-0'681* (71--0'76) 0,110* 17

* Data at 4·2 K. All other data at liquid nitrogen temperature.
[Refs. on p. 237]



228 I COVALENT IRON COMPOUNDS

increases in the same relative order. It would increase s-density at the nucleus
by a decrease in shielding and give a trend in chemical isomer shift opposite
to that found in practice. It was therefore inferred that back donation is not
the dominant feature of the bonding. The compatibility of the I2Fe(CO)4
data with the rest has been taken to imply that this is not a cis-octahedral
complex but is a true 5-coordinate LFe(CO)4 complex where L is molecular
iodine.

Similar measurements have been made for a number of compounds con-
taining the Fe(COh group with diene ligands [4] (see Table 9.2). In this case
changes in the chemical isomer shift are quite small in comparison to changes
in the quadrupole splitting. Possibly this is a result of stereochemical effects
rather than more direct changes in the type of chemical bonding. The corres-
ponding carbonium ion ligands show a considerable increase in chemical
isomer shift because the a-donation to the iron 4s-orbitals is reduced, causing
the s-electron density at the iron nucleus to decrease. Here again the a
donation is more important than n-back donation. As might be anticipated,
the Mossbauer parameters are not very sensitive to the nature of the anion.

Studies have also been made of cyclo-octatetraene derivatives of the type
(COT)Fe(CO)3 and (COT)[Fe(CO)3]2 [14], and solid and frozen solution
data show that there is no appreciable change in the conformations of the
molecules between the two phases [15].
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The Fe(COh and Fe(CO)4 moieties are also apparently found in a number
of complexes with ligands such as 1,2-bis-(dimethylarsino)benzene (dial's).
These ligands are shown in structures 11-15. The compound (dial's) Fe2(CO)S
for example contains an Fe(C04) group bonded to each arsenic donor atom.
In all cases the M6ssbauer parameters are not dissimilar to those of Fe(CO)s
and show little major variation (see Table 9.2) [16]. This prevents reliable
assignment of the detailed stereochemistry from the Mossbauer data alone.
The arsenic derivatives generally have larger chemical isomer shifts than
those containing phosphorus, possibly indicating greater n-back donation
from the metal in the latter case.

It is convenient to include here some pseudotetrahedral mixed nitrosyl
carbonyl compounds. Data for these are given in Table 9.2. From experience
with other diamagnetic carbonyl systems it seems reasonable to assume that
any quadrupole splitting will be derived largely from the geometry of the
ligand environment. In a molecule with C3V symmetry, FeA3B, the
asymmetry parameter 1} is expected to be zero, and this was confirmed in
K[Fe(CO)3NO] by the magnetic perturbation method [17]. The lower sym-
metry in FeA2B2 should be associated with an 1] value close to unity, and as
seen in the table this is indeed found in Fe(COMNO)2 and Fe(Ph3PMNOh.

Derivatives of FeiCO)9
The replacement of the bridging carbonyl groups in Fe2(COh by a range of
other ligands containing nitrogen, phosphorus, and sulphur can be used to
study the relative effects of different ligands on the carbonyl structure [18,
19]. Di-,u-dimethylphosphido-bis-(tricarbonyliron), (OChFe(PMe2)2Fe(COh
has structure 16. Its diamagnetism implies that the spins of the eighteenth

/PMe2~

(OC)3Fe~ Fe (CO)3

(16)

electron in the valency shell of the two iron atoms are opposed and the small
quadrupole splitting establishes the presence of an iron-iron bond. Thus, in
this and a number of analogous sulphur-containing compounds, the quad-
rupole splitting remains relatively small (0'62-1·07 mm S-1), compatible with
6-coordination of the iron (Table 9.3). This is particularly emphasised by the
large quadrupole splitting of 2·58 mm S-1 for (OC)4Fe(PMe2hFe(CO)4
which is 5-coordinate and the small value of 0·99 mm S-1 for the complex
I(OChFe(PMe2hFe(COhI which is already 6-coordinate without the iron-
iron bond (structures 17-18).

The overall impression is one of insensitivity to substitution in general, but
strong dependence on stereochemistry. Substitution of a terminal carbonyl

[Refs. on p. 237]
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Table 9.3 Mossbauer parameters for di- and tri-iron carbonyl complexes

Compound fl.* 8 (Fe)* Reference/(mm S-I) /(mms- 1 )

(OC)3Fe(PMe2)2Fe(CO)3 0·685 -0,043 18
(OC)3Fe(PPh2)2Fe(CO)3 0'627 -0'015 18
(OC)3Fe(PMe2)2Fe(CO)2PEt3 0·658 -0,037 18
(OC)3Fe(PPh2)(SPh)Fe(CO)3 0'942 0·036 18
(OChFe(SPhhFe(CO)3 1·067 0·061 18
(OC)3Fe(SePh)2Fe(COh 1·037 0·042 19
(OC)3Fe(SPh)(SePh)Fe(CO)3 1·032 0·078 19
(OC)3Fe(SPhhFe(COhPPh3 f'Ol 0'05} 50'86 0·13
syn-(OC)3Fe(SMe)2Fe(CO)3 0·895 0·028 18
anti-(OC)3Fe(SMehFe(CO)3 1·034 0·022 18
(OC)~e(PMe2)2Fe(CO)4 2'580 -0,032 18
I(OC)3Fe(pMe2)2Fe(CO)31 0'990 -0,001 18

ffarsFe2(CO)6 {~ 0·64 0·02 26
1"44 0'058 26

ffosFe2(CO)6 {~ 0'66 -0'03 26
1'30 0·06 26

f6fOSFe2(CO)6{~ 0·65 -0,04 26
H9 0·06 26

(ffars)FeiCO)10 {~'523 0'026} 270'163
[(OC)3FePMe2Phb {H5 0'09} 50·57 0·02

* All data at 80 K, originally calibrated with NP and converted.

CO

OC~ I co
I CO

OC~ I/PMe2~ I/COFe-PMez I
OC/ I '\ /CO Fe Fe

MezP-'Fe OC/ I"-PMez/ I~CO
CO I~CO CO I

CO

(17) (18)

group by triethylphosphine has little effect on the Mossbauer parameters,
which are also insensitive to substitution of an alkyl or aryl group in the
bridging units. Consideration of the possible contributions to the chemical
isomer shift suggests that the more positive isomer shifts of the sulphur deri-
vatives are due to this atom being a less effective a-electron donor than phos-
phorus [I8]. The selenium and mixed sulphur-selenium derivatives are
similar [19].

Mossbauer data have provided useful evidence in the assignment of possible
structures for new complexes, and have shown both environments to be equi-
[Refs. on p. 237]
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valent in structures 19-21 [20-22] and non-equivalent in 22-23 [23, 24]. A
number of triene-Fe2(CO)6 derivatives have also been examined [25].

o
II

Ph" /C", /Ph

X\
(OC)3 Fe Fe (CO)3

(19)

(21)

(23)

(20)

Fe (CO).;\

CH~>< "'"
/>C-Fe (CO)4

CHi

(22)

(24)

(25)

The binuclear compounds of which ffarsFeiCO)6 is an example are
believed to have structure 24. The two iron atoms are not identical, although
that bonding to the butene ring (atom B) is expected to be less sensitive to
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232 I COY ALENT IRON COMPOUNDS

change of the donor atom from arsenic to phosphorus, but to be in the more
distorted environment [26]. This assists interpretation of the four-line spectra
seen in Fig. 9.5. The outer lines represent the quadrupole splitting from

96

9Z

95

2
f:190

~
o
~ 85

100~

95

90

ffars Fez {CO)6

ffas FeZ(CO)6

f6fosFez (CO)6

• _.'!... •••~ •.1.

• ~ , ...~• .lIIJ~._

""" ... ....- -.-.-.• 0

_~tI_I_~" •.. - ..'...
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-1'0 -0'5 0 0'5 1-0 1-5 Z'O
Velocity/{mm s-l)

Fig. 9.5 Mossbauer spectra of LFe2(CO)6 compounds at 80 K. [Ref. 26, Fig. 3]

atom B, while the inner lines, which show considerable variation in the
chemical isomer shift, are from atom A which is directly bonded to arsenic
or phosphorus.

Derivatives of Fe3(CO)12
The compound (ffars)Fe3(CO)1O shows a spectrum very similar to that of
Fe3(CO)12 with the exception that there is a small increase in the quadrupole
[Refs. on p. 237]



FERROCENE AND :n:-CYCLOPENTADIENYL DERIVATIVES I 233

splitting of the two equivalent iron positions [27]. This lends confidence to
the assigned structure 25.

The compound now formulated as [(OChFePMe2Phh was found to be a
trinuclear species rather than di- or tetra-nuclear from the similarity of its
Mossbauer spectrum to Fe3(CO)12 [5]. All three iron atoms have shown a
change in chemical isomer shift, and this leads one to suggest that one ter-
minal carbonyl group on each iron atom has been substituted. This has
since been confirmed by an X-ray crystal structure analysis [28].

The polynuclear mixed metal-iron carbonyl complexes C02FeS(CO)9,
C02FeS(COMPPh3), and C02FeS(COMPPh3h feature a triangle of ML3
units as the base of a prism with the sulphur atom at the apex. The quadru-
pole splittings of 0'71, 0'78, and 0·86 mm S-1 respectively at liquid nitrogen
temperature are consistent with the effective 6-coordination of the iron
atom [29].

We shall leave discussion of compounds such as (CH3)4Sn3FeiCO)16
where both the s7Fe and 119Sn resonances are known until Chapter 14.

9.3 Ferrocene and Other :n:-Cyc1opentadienyl Derivatives
The ferrocene type of 'sandwich' complex (structure 26) has always excited
interest because of the unusual nature of the bonding involved. The Moss-
bauer spectrum of the parent ferrocene, (:n:-CsHshFe, consists of a large

9
Fe

6
(26)

temperature-independent quadrupole splitting (see Table 9.4). The classic
work on ferrocene was by Collins [30], who determined the sign of the electric
field gradient tensor by applying a 40-kG field at 4·2 K and noting that the
low- and high-energy components split into a triplet and doublet respectively.
He used a first-order perturbation theory treatment to show that this indicated
e2qQ to be positive, a fact since verified by more accurate computer calcula-
tions (see Chapter 3.6), and by single-crystal Mossbauer data [31].

It had already been observed that ferricinium salts such as (:n:-CsHshFeBr
give only very small quadrupole splittings [32, 33]. Although it was suspected

[Refs. on p. 237]
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Table 9.4 Mossbauer parameters for some cyclopentadienyl derivatives

Compound l:1 Ii Ii (Fe)
/(mm S-l) /(mm S-l) /(mm S-l) Reference

(CphFe 2-37 0·68 (Cr) 0·53 33
(Cp)2FeBr ",0,2 0·52 (SS) 0'43 33
[CpFe(CsH4)h (biferrocenyl) 2-36 0·67 (Cr) 0·52 33
[CpFe(CsH4)hHg (diferrocenyl mercury) 2-32 0·69 (Cr) 0·54 33
(CsH4)Fe(CsH 4) (I, l'-trimethylene- 2-30 0·66 (Cr) 0·51 33

l-(CH2)3-J ferrocene)

2-acetyl-l, l'-trimethylene-ferrocene 2·05 0·29 (Cu) 0'52 37
CpFe(CsH4Me) (methylferrocene) 2-39 0·29 (Cu) 0·52 37
CpFe(CsH4CN) 2-30 0'30 (Cu) 0·53 37
CpFe(CsH4OOCCH3) 2·25 0·32 (Cu) 0·55 37
CpFe(CsH4CH2OH) 2-39 0·29 (Cu) 0·52 37

cis-Cp(OC)Fe(PMe2hFe(CO)Cp 1·609 0·401 (NP) 0'144 18
trans-Cp(OC)Fe(PMe2)2Fe(CO)Cp 1·638 0·416 (NP) 0'159 18
stable-Cp(OC)Fe(SPhhFe(CO)Cp . 1·670 0·605 (NP) 0'348 18
unstable-Cp(OC)Fe(SPh)2Fe(CO)Cp 1·720 0·611 (NP) 0·354 18
stable-Cp(OC)Fe(SMe)2Fe(CO)Cp 1·634 0'569 (NP) 0'312 18

CpFe(COhI 1-83 0·38 (Cr) 0·23 1
CpFe(COhCI 1·88 0'39 (Cr) 0'24 1
CpFe(CO)2Br 1·87 0·40 (Cr) 0·25 1
[CpFe(CO)3]+PF6 - 1'88 0·23 (Cr) 0·08 1
[CpFe(COhhHg 1·60 0·28 (Cr) 0·13 1
[CpFe(COhMn(CO)5] 1-68 0·36 (Cr) 0·21 1
[CpFe(COhh 1·91 0·47 (NP) 0·21 39
[CpFe(COhhSnCI, 1·68 0·36 (NP) 0·10 39
[CpFe(COh]SnCh 1'86 0·40 (NP) 0'14 39
[CpFe(COh]SnPh3 1-83 0·37 (NP) 0·11 39
[CpFe(COhhGeCI, 1-66 0·36 (NP) 0·10 39
[CP2Fe2(CO)3hPh2PCCPPh2 1·94 0·53 (NP) 0·27 40
[CpFe(CO)]4 1·76 0·66 (NP) 0·40 5
[CpFe(CO)]4Cl 1·38 0·67 (NP) 0·41 5
[CpFe(CO)]4Br3 1·40 0·67 (NP) 0·41 5
[CpFe(CO)]4!,,, s 1·42 0·67 (NP) 0·41 5

(Me4N)Fe(C2B9Hllh - 0·630 (NP) 0'373 41
CpFe(C2B9H 11 ) 0·529 0·608 (NP) 0·351 41

that this was the result of an accidental cancellation, confirmation was given
by Collins using the molecular-orbital analyses available.

The crystal field model of the bonding in ferrocene predicts the wrong sign
for e2qQ. By contrast, the molecular-orbital model predicts the correct sign.
A typical molecular-orbital scheme in Table 9.5 is from the calculations of
Dahl and Ballhausen [34]. The molecular-orbital wavefunctions ("p) are taken
as linear combinations of metal (p,) and ligand (p) orbitals. The effective
occupation of the metal atomic orbitals is then given by the squares of the
metal coefficients. The 4s-orbitals give no electric field gradient, and there is
[Refs. on p. 237]
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good evidence to show that any contribution from the 4p-orbitals will be
small in comparison to that from the 3d- because of the greater radial ex-
pansion of the former. Each individual orbital generates a contribution to the

Table 9.5 Molecular-orbital calculations for ferrocene

Wavefunction No. of ( metal r net a net a*
electrons coefficient 14po> 13do>

~"" 'P(e2.) = 0·898J.L(3d2) + 0'440p(e2/) 4 0'8064 3·222
g 'P(el.) = 0·454J.L(3d,) + 0'891p(e,/) 4 0·2061 -0'411
::. 'P(a,.) = f£(3do) 2 1·000 -2'00·a 'P(el u) = 0·591J.L(4p,) + 0'807p(elu+) 4 0·3493 0·693
i! 'P(a2u) = 0·471J.L(4po) + 0'882p(a2u) 2 0·2218 -0,444
.5 'P(a,.) = 0·633J.L(4s) + 0·774p(a,.) 2 0·4007

0·249 0·811
(7T-CsHshFe e2qQ/2 = 0·249 I4po> + 0'811 /3do>
(7T-CsHs)2Fe+ e2qQ/2 = 0·249 I4po> + 0'005 3do>

* The quadrupole splitting in units of that from a I3do>electron taken to be '-1'.

field gradient and to e2qQ along the symmetry axis of the molecule, and in the
last two columns in the table these are normalised in terms of that from the
14po> function and the 13do> function (which will be about -3,6 mm S-1

per electron). We can now see that in ferrocene one predicts a quadrupole
splitting of -0'81113do> = ",,2'9mm S-I. Removal of an electron from the
1p(ezg) orbitals will effectively remove 0·8064 of a 13do> electron and reduce
the splitting to 0·005 I3do>= .....,()·2 mm S-I. The agreement with experiment
is excellent, and confirms the validity of the molecular-orbital model for
ferrocene. The reduction in the chemical isomer shift from 0·53 mm S-1 to
0-43 mm S-1 on oxidation of ferrocene to ferricinium ion is also compatible
with the removal of 3d-density.

As already mentioned in Chapter 5, calculations using the known S9CO
nuclear quadrupole moment and quadrupole coupling constants for the iso-
electronic species ferrocene and cobalticinium perchlorate, (n-CsHs)zCoCI04 ,

have been made to obtain an estimate of +0·175 barn for the nuclear quadru-
pole moment, Qe of s7Fe [35].

Application of pressure to ferrocene decreases both the chemical isomer
shift and the quadrupole splitting [36]. Molecular-orbital calculations give
predictions approximately in agreement with experiment.

A small selection of the large volume of data available for substituted
ferrocenes [33, 37, 38] is given in Table 9.4. The iron environment is very
insensitive to substitution in the cyclopentadienyl rings which affects pri-
marily the a-bonding of the ring. A possible exception to this is 2-acetyl-
l,l'-trimethylene-ferrocene, where the trimethylene bridge may be inducing
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some inclination of the rings away from the mutually parallel disposition in
non-linked ferrocenes.

Although the M6ssbauer spectra of the sandwich compounds are in-
sensitive to ring substitution, a wide range of parameters is observed for the
mixed ferrocene-carbonyls. Values of quadrupole splitting span the range
1,38-1,91 mm s-t, and the chemical isomer shift is between 0'07 and 0·41
mm S-l. Both of these ranges of values fall below the values of D. and b
which are typical for ferrocene derivatives ("",,2'3 and ,.....,0·51 mm S-l respec-
tively) (see Table 9.4 for typical examples). However, interpretation is
again difficult. It is interesting to note that the cis- and trans-isomers of
Cp(OC)Fe(PMe2hFe(CO)Cp do not show significant differences because the
first coordination spheres of the iron atoms are equivalent [18]. Solid and
frozen-solution data of the complexes containing Fe-Sn and Fe-Ge bonds
do not show conformation changes with the possible exception of
[CpFe(CO)2]2SnCI2 [39]. The compound [Cp2Fe2(COh]2Ph2PCCPPh2
which contains Cp(OC)Fe(CO)2FeCp- units bonding to the phosphorus
ligand is interesting in that no difference is found between the two iron
environments [40].

• = Fe

(27)

The compound [CpFe(CO)]4 has the structure 27. The close similarity of
its spectrum to those of some otherwise intractable cationic species show that
all contain the [CpFe(CO)]4+ cation [5]. Presumably the electron is removed
from a molecular orbital involving all four iron atoms equally since there is
no indication of more than one iron environment in any of the spectra.

The spectra of the dicarbollide carborane derivatives (Me4N)Fe(C2BgHllh
and CpFe(C2BgHllh are very similar to those of ferricinium salts [41], and
confirm the similarity of the bonding in the dicarbollide to that of ferrocene.

[Refs. fmp. 237)
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10 Iron Oxides and Sulphides

The economic significa'nce of iron has resulted in great interest over the years
in the products of its oxidation, and more recently in the vast ranges of
ternary oxides such as spinel ferrites which have been commercially exploited
in their own right.

An oxide (or sulphide) may be considered as a close-packed lattice of
oxygen anions containing sufficient metal cations in the largest interstices to
achieve electrical neutrality. In this respect the basic structural type is largely
determined by the anion. The power of the anion lattice to accommodate
widely differing cations results not only in a wide range of different stoichio-
metric oxides, but also in the very important property of nonstoichiometry.
In iron oxides the iron cation is almost invariably in either the high-spin
iron(II) or high-spin iron(III) electronic configuration, although a few
examples of iron(IV) compounds are known. Disorder phenomena, in which
two or more different cations can distribute themselves statistically on a
given lattice site, are also frequently found.

Both Fe2+ and Fe3+ cations possess a large spin moment which frequently
results in cooperative magnetic ordering processes. Consequently much of
the interpretation of the internal magnetic fields in iron(II) and iron(III)
compounds (see Chapter 6) is also applicable to the oxides. However, there
are the added complications that there may be more than one distinct type
of cation site, and that there may be effects due to order-disorder phenomena
in the next-nearest-neighbour coordination sphere of cations. Sometimes it
is also found that the site occupancy in a disordered oxide is a function of the
conditions of preparation, and this can cause confusion when comparing
results from different laboratories. However, the Mossbauer spectrum can
provide a great deal of information about individual sites. By way of com-
parison, bulk magnetisation properties are an averaged function of the whole
material. For this reason an antiferromagnetic oxide has a small magnetisa-
tion. This averaging process does not occur in the Mossbauer spectrum since
each resonant atom is unique, and the result is a statistical summation (not
an averaging) of all possible spectra. An antiferromagnetic oxide would
therefore give a single hyperfine six-line spectrum because each iron atom is
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identical as regards the resonant process. In consequence, the Mossbauer
spectrum provides a means of studying the microstructural properties of these
systems in a way which X-ray diffraction and magnetic susceptibility measure-
ments cannot, and it is therefore particularly valuable in the study of order-
disorder and other cooperative phenomena. Examples of the powerful
capabilities of the technique will be found in this chapter.

The discussion will be limited more to the phenomenological aspects of the
Mossbauer spectra, rather than to the broader field of interpreting the spin
ordering processes in these oxides in general. However, much has been
achieved in the latter direction. No attempt has been made to tabulate data
of the selected examples, partly because of the problems introduced by the
many phases of variable composition, and also because much of the better-
quality original data have been presented graphically rather than in numerical
form. The chemical isomer shift is only of limited diagnostic use because of
its relative lack of sensitivity to environment in these systems. However, the
shift of a tetrahedrally coordinated cation is generally noticeably less than
that of an octahedrally coordinated cation because of increased covalency in
the former, and this can sometimes be used to differentiate between site
symmetries.

The following subdivisions will be considered: (i) binary oxides; (ii) spinel
oxides; (iii) other ternary oxides; (iv) iron(IV) oxides; (v) chalcogenides;
(vi) silicate minerals; and (vii) lunar samples.

The last two sections listed are included here for convenience, although
there are significant differences from the other sections in behaviour of the
cations.

10.1 Binary Oxides and Hydroxides
In this section the following compounds will be discussed: ex-Fe2 0 3(haema-
tite), y-Fe20 3 (p. 246), Fel_XO (wtistite) (p. 248), Fe304 (magnetite) (p. 251),
FeOOH (ex, (J, y, and 15 forms) (p. 254), Fe(OHh (p. 256), and FeOF (p. 257).

a-Fe2 0 3 (Haematite)
Historically, ex-Fe20 3 has attracted the attention of chemists and physicists
alike for many years. The crystal structure is that of corundum (ex-AI2 0 3)
with a close-packed oxygen lattice and Fe3+ cations in octahedral sites.
Magnetically it is unusually complex, being antiferromagnetic at low tem-
perature, then undergoing a transition above the so-called Morin tempera-
ture to a weak ferrimagnetic state as a result of spin canting, before finally
becoming paramagnetic at high temperatures. The influence of impurities on
bulk magnetic measurements makes them difficult to interpret, but Moss-
bauer spectroscopy gives a much clearer indication of the ordering processes
involved.
[Refs. on p. 296]
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The first reported Mossbauer spectrum of iX-Fe203 was by Kistner and
Sunyar [1], who thereby recorded the first chemical isomer shift and electric
quadrupole hyperfine interactions to be observed by this technique. With a
single-line source the room-temperature spectrum comprises six lines from
a hyperfine field of 515 kG; the chemical isomer shift (Table 10.1) is

Table 10.1 Mossbauer parameters for binary iron oxides and hydroxides

Compound T/K
t1

H/kG
il il (Fe) Reference/(mm S-l) /(mms- I

) /(mms- I )

et-FezOJ 298 0'12* 515 0'47 (88) 0·38 1
80 -0'22* 2
(0) (544) 3

y-FezOJ RT {488 0·36 (88) 0'27} 19499 0·50 (88) 0·41

FeO'930 297 {0'46 ° 0·68 (Cu) 0'91} 22,0'78 ° 0·63 (Cu) 0·86

FeJ04 300 { - 491 A site =} 26- 453 B site

CO, 511
A "to Fo" O'''}0·50 533} n' F 3+{0'77

82 -0,02 516 site e 0.59 31
0'95 473} B' F 2+{0'71

-2-62 374 site e 1'20

c<-FeOOH 405 0·6 ° 44
291 -0'15* 384 0'35 (Fe) 0·35 44

4·2 504 44

JS-FeOOH (0) -0'10* 475 47

l'-FcOOH RT 0·55 ° 0'30 (Fe) 0·30 48
4·2 <0,1* 460 48

il-FeOOH 80 525, 505 47

Fe(OH)z 90 3·00 ° 49
4·2 3'06 200 49

FeOF (0) (485) 50

* Ii = (e 2qQ/8)(1 - 3 cos 2 0)

+0.38 mm S-1 (reI. to Fe) and there is a small quadrupole interaction
of = +0.12 mm S-1 [8 = (e2qQ/8)(l- 3 cos2 0); see equation 3.48 for
definition of 8 as a perturbation to H]. At room temperature the spins are
directed in the [111] plane of the crystal, but below about 260 K there is a
rearrangement which results in the ~pins pointing along the [111] trigonal
direction. Under the assumption that the electric field gradient tensor remains
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oriented with the [111] axis, this change in the direction of the magnetic axis
causes a change in the value of f) and thence in the sign of e. At low tempera-
ture e is about -0.22 mm S-1 [2]. Typical spectra are shown in Fig. 10.1 and
show the reversal in the quadrupole perturbation [3]. The value ofe apparently
changes sign in a continuous process between 200 and 280 K, reaching zero

9·6

9·2

8,8

8·4
c:
.~
."l
E

~ 11·6
F

11'2

10·8

10·4

162'0 K

371·3 K

10·0
I

-8'01
I I I

-4,46 -1,07 I '1-49
I

4'85
J

7·99
o

VeJocity/(mm s-1)

Fig. 10.1 Spectra of cc-Fe203 at 162·0 K (below Morin temperature) and at 371·3 K
(above Morin temperature). Note the reversal in sign of the quadrupole perturba-
tion as shown by the spacings of the outer lines. [Ref. 3, Fig. 1]

at 260 K, the Morin temperature [4]. It had been postulated that the change
could be attributed to a continuous rotation of the magnetic axis over the
transition region, but the Mossbauer spectra refute this. The line shape of the
I -1-> -+ I +1-> transition is best described in this region as two com-
ponents in varying proportions, rather than as an average (Fig. 10.2) [4].
The magnetic axis ofeach iron atom flips instantaneously from 0° to 900 with
increase in temperature, but in the material as a whole the process takes
place over a range of temperature because of microscopic inhomogeneities
in the crystal. This conclusion was confirmed [5] by use of a single-crystal
absorber of natural haematite oriented with the incident y-rays parallel to
[Refs. on p. 296]
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the [111] axis. Below the Morin temperature the I ±-t> ~ I±-t> transitions
are then forbidden. Three possibilities can be considered:
(a) 0 is a unique angle for all spins at temperature T so that there is only one
value of e at any temperature;
(b) values for () of 0° and 90° coexist at the same temperature. This means that
the I ±!> ~ I ±-t> and I ±-t> ~ I =t=-t> transitions will be split (assumed
unresolved) in the transition region and the apparent displacement of the lines
will vary with T. However, the I ±·D ~ I ±!> transitions only contain the
() = 90° components so that their displacement should be independent of T;
(c) at each temperature there are many values of () so that the I ±-t> ~ I ±!>
transitions will also be displaced with temperature change.

Experimentally, it is found that the I ±1> ~ I ±!> transitions do remain
stationary while the other four do not, thereby confirming model (b) as the
correct one.

The definitive work on powdered tx-Fe203 is by van der Woude [3], who has
measured the temperature dependence of the three principal Mossbauer
parameters very accurately (see Fig. 10.3). The Neel temperature was deter-
mined to be 956 K, and the extrapolated value for Heff (T = 0) was 544 kG.
The magnetic field data approximately follow that for an S = i Brillouin
curve. Just visible at T/TN """'()·3 is a small discontinuity corresponding to a
decrease in Herr of 8 kG as the temperature is raised through the Morin transi-
tion. Both the magnetic field and the quadrupole coupling also show a small
hysteresis effect at this point. The change in the measured value of Heff can
be accounted for by including the contributions to it from the orbital and
dipolar terms which are non-zero when the iron environment is not spherically
symmetrical. The appropriate calculations give estimates of !J.HL = -6 kG
and !J.Ho = +12 kG as the magnetic axis changes from parallel to per-
pendicular to the trigonal axis, so that with the negative sign of the dominant
Fermi term H s , we can expect a decrease in the observed field of about
6 kG as the temperature is raised.

There is a small apparent drop in the quadrupole interaction above the
Morin temperature which suggests a small departure from axial symmetry
and an asymmetry parameter ofrj """'()·03 teeT < TM)/e(T> TM) = 1'94, not
2·00 as predicted]. The quadrupole splitting increases above the Neel tempera-
ture due to a small contraction along the trigonal axis. The chemical isomer
shift does not show any irregularities at the Morin transition (Fig. 10.3).

The spin-flip process can also be induced by an externally applied magnetic
field [6]. A single crystal of tx-Fe203 oriented along the [111] axis was placed
in a large external field at 80 K. As Hex. increases the magnetic lines split
because the vector addition of H eff to Hexl is different for the two opposed
sublattices. Between 64 kG and 71 kG there is a gradual reversion to a single
six-line spectrum as the spins flip to the 0 = 90° position and the sublattices
become equivalent in the magnetic field. In a similar type of experiment, the
[Refs. on p. 296]
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temperature at which the Morin transition takes place was found to be a
function of a small external magnetic field perpendicular to the [Ill] axis [7,8].
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Fig. 10.3 Temperature dependence of the spectrum of a:-Fe 203: (a) the reduced
effective hyperfine field and the Brillouin curve for S = t; (b) the quadrupole
interaction showing the reversal in sign at the Morin transition; (c) the chemical
isomer shift. [Ref. 3, Fig. 2]
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A field of 9 kG for example lowers the transition temperature by 17°, the
general pattern of behaviour being consistent with Dzyaloshinsky's thermo-
dynamic theory of weak ferromagnetism.

High pressure applied to IX-Fe203 causes the expected pressure-induced
change in the second-order Doppler shift [9]. The electron density at the iron
is effectively independent of pressure. However, the sign of the quadrupole
splitting reverses at 30 kbar, the data suggesting that, in addition to a spin-
flip transition, there is also some alteration in the local site symmetry.

The chemical isomer shift of IX-Fe203 drops discontinuously by about 0·05
mm S-l as the Neel temperature is exceeded [10]. There is no such change in
the structurally similar IX-Ga203 doped with iron, which is not magnetically
ordered at the same temperature. This clearly demonstrates that the presence
of an exchange interaction can influence the chemical isomer shift.

Ultra-fine particles of IX-Fe203 exhibit superparamagnetism due to a
decreasing relaxation time with decreasing particle size. The Morin tempera-
ture is also lowered as the particle size is reduced below 50-100 nm [11, 12]
(1 nanometre = 10 A). Spectra of apparently paramagnetic IX-Fe203 are
observed at temperatures below the Neel point as a result of motional
narrowing due to rapid spin relaxation. Detailed studies have been made of
small-particle IX-Fe203 supported on high-area silica [13]. The room-tempera-
ture spectrum shows varying amounts of superparamagnetic material
depending on the estimated average particle size of the sample (Fig. 10.4).
A very similar set of spectra is obtained by cooling any given sample. The
spins are oriented perpendicular to the trigonal axis at all temperatures above
10 K for particle sizes of less than 18 nm. It is not impossible of course that
the preferred spin direction is partly governed in this case by the nature of the
supporting substrate. The quadrupole splitting increases slightly as the par-
ticle size decreases. A sample with particle size 52'5 nm has the Morin
transition depressed to 166 K, and it has been postulated that both this and
the increase in quadrupole splitting are due to the increased surface effects
causing a uniform increase in the lattice spacing throughout the whole
microcrystal [14, 15].

The apparent recoilless fraction of small particles is higher than one would
predict from their size [16]. It is also a function of the degree of packing of the
sample, showing that the recoil energy is dissipated by several particles,
thereby giving an effective mass of larger than the single particle mass.

The many attempts at lattice-sum calculations of the electric field gradient
tensor have already been listed in Section 5.4 in connection with the evalua-
tion of the iron nuclear quadrupole moment.

y-Fe20 3

The y-form of Fe203 has the spinel (AB20 4 ) structure, in which the A cations
have regular tetrahedral coordination by oxygen and the B cations are OCN!'
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hedrally coordinated by oxygen (with a trigonal local distortion, although
the crystal symmetry is cubic). There are insufficient Fe3+ cations to fill all
the A and B sites so that the stoichiometry corresponds to Fes/3Dl/30

o
Velocity/(mm ,-I)

Fig. lOA The room-temperature Mossbauer spectra of cr;·Fe203 for different par-
ticle sizes: (A) <10 nm (l nanometre = 10 A), (B) 13·5 nm, (C) 15 nm, (D) 18 nm,
and bulk material. The full hyperfine pattern is only seen for large particles.
[Ref. 13, Fig. 3]

where 0 represents a cation vacancy. Antiparallel alignment of the A and B
sublattices makes y-Fez0 3 ferrimagnetic.

The M6ssbauer spectrum shows apparently only one hyperfine pattern
below the Ned temperature as ifthe A and Bsite cations are indistinguishable

[Refs. on p. 296]
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[17, 18]. This is not untypical of iron(llI) oxides because the 6S state
Fe3+ ion is not sensitive to environment. However, it is possible to separate
the two sublattice contributions slightly by application of an external field
[19]. The A and B site fields align parallel and antiparallel to the applied field
respectively so that the two resultant fields are now dissimilar (see Fig. 10.5).
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Fig. 10.5 The spectrum of y-Fe203 in a 17-kG field showing the partial resolution
of the A and B site sublattices. [Ref. 19, Fig. I]

in this way it was shown that the A and B sites have internal fields of 488
and 499 kG at room temperature in zero external field. The chemical isomer
shifts are 0·27 and 0·41 mm S-1 (relative to Fe) respectively. The lower values
of the tetrahedral A site parameters are typical of the difference between
tetrahedral and octahedral coordination of Fe3+ in oxides. Increased co-
valency at the tetrahedral site causes a reduction in the Fermi contact term
of the field, and also gives an increased s-electron density at the nucleus
because of reduced shielding. The relative intensities of the two hyperfine
patterns give a site occupancy ratio of AlB = 0·62 ± 0·05 (assuming that
the recoilless fractions are equal). If all the vacancies are located on the B
sites, the structure would be FeA(Fes/301/3)B04 implying a ratio of 0'60, in
good agreement with the observed value.

Fe1 _xO (Wiistite)
Iron(II) oxide is the most unusual of the binary oxides of iron. The phase
corresponding most nearly to FeO is stable only at high temperature, and is
[Refs. on p. 296]
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always cation deficient with an upper limit of FeO'940; however, it can be
quenched to a metastable state at room temperature which decomposes to
Fe and Fe304 on annealing. The structure is of the rock-salt type but with
cation vacancies and the appropriate proportion of Fe3+ ions to achieve
electroneutrality: Fei:'::3xFe~:[JxO. The Mossbauer spectrum shows an
apparent Fe2+ quadrupole doublet with a slight suggestion of asymmetry
due to the Fe3+ content [20]. Although the phase is crystallographically
cubic, the local site symmetry will be less than cubic because of the vacancies
and ferric cations, and one can expect a splitting of the t2g manifold giving
rise to the small temperature-dependent quadrupole splitting (,.....,0·6 mm S-1

at 295 K).
More recently two independent investigations have produced more com-

plex interpretations which differ significantly from each other. In both cases
the spectra obtained were found to show broad lines with considerable
asymmetry at all compositions. In one instance the spectrum envelope was
considered to arise from two overlapping quadrupole doublets [21]. The
parameters for these were given as:

site I (5 (Fe) = 0·76; d = 0·73 mm S-1

site II (5 (Fe) = 0'88; d = 0·50 mm S-1

The site II cations were assumed to occupy octahedral sites and to feature
electronic-exchange between Fe2+ and Fe3+ ions. The site I cations were
then assigned to Fe3+ ions on tetrahedral sites which exchange with Fe2+
ions on the octahedral sites.

The alternative description invokes two Fe2 + quadrupole doublets
and an Fe3+ singlet, and was based on data between 203 and 297 K for
0·905 < x < 0·935 [22]. Parameters at 297 K for Fe2+ ions (x = 0,93) were

site A (5 (Fe) = 0'91; d = 0·46 mm S-1

site B (5 (Fe) = 0·86; d = 0·78 mm S-1

A typical spectrum is shown in Fig. 10.6. If this interpretation is valid there
is no rapid electronic exchange between sites, and the defect structure is such
as to generate two distinct types of Fe2+ site. However, in a system as com-
plex as this it is difficult to decide as to how many components are actually
present under an unresolved envelope.

The results of thermal treatment of FeO to give Fe and Fe304 have been
followed in the Mossbauer spectrum [23]. In some cases there was an apparent
reduction in the quadrupole splitting of a sample which had been heated,
and magnetic splitting appeared above the bulk FeO Curie temperature. The
Zeeman lines were generally smeared out into a broad envelope. One possible
explanation for this is that the microscopic variations in the site symmetry
cause large variations in the orbital and dipolar contributions to the internal
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magnetic field at the ferrous ion [24]. The result is the existence of a range of
internal-field values, rather than a single value as found in a stoichiometric
iron(II) compound, with a consequent gross broadening of the spectrum.
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Fig. 10.6 The spectra of three samples in the Fe, -xO phase. The line C represents
the Fe3+ contribution and the pairs A and Bare Fc2+ quadrupole doublets.
[Ref. 22, Fig. 1]

Application of high pressure at room temperature induces gross broaden-
ing of magnetic origins above 50 kbar [9]. There are also signs of a dis-
[RefS. on p. 296]
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continuity in the chemical isomer shift and quadrupole splitting, but a full
explanation has not been formulated.

Fe304 (Magnetite)
Magnetite is a spinel ferrite which can be written as Fe3+ [Fe2+ Fe3+]04' Un-
like y-Fe203 it has no cation vacancies on the octahedral sites, but these
sites contain equal numbers of Fe2+ and Fe3 + ions. A transition in many of
its physical properties takes place between 110 and 120 K, and Verwey
postulated a fast electron-transfer process (electron hopping) between the
Fe2+ and Fe3+ ions on the octahedral B sites above this temperature. The
low-temperature form has discrete valence states and orthorhombic symmetry.

Several Mossbauer investigations have confirmed that this hopping process
takes place [17, 25, 26], although the exact interpretations of the spectra differ
considerably. At 77 K where the Fe2+ and Fe3+ states are discrete one
apparently sees two partially resolved hyperfine patterns with fields of 503
and 480 kG (see Fig. 10.7). The bar diagrams show a suggested breakdown
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Fig. 10.7 Spectra of Fe304 above (300 K) and below (77 K) the temperature
where electron hopping starts to occur. [Ref. 26, Fig. 1]

into components. The 503-kG field corresponds to the Fe3 + ions on both A
and B sites which, as already found for y-Fe203' are very similar. The
480-kG field is due to the B site Fe2+ ions, and this is confirmed by the large
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quadrupole splitting produced by the trigonal site symmetry. At 300 K, above
the transition temperature, there are fields of 491 and 453 kG corresponding
to the A site Fe3+ ions and to the B site (Fe2+ + Fe3+) cations respectively.
The fast electron hopping produces a completely averaged spectrum from
these latter ions which does not show a quadrupole effect. The outer lines
reverse their intensity ratio in the transition region [25]. It seems likely that
the low-temperature phase has a very regular degree of ordering because of
the sharpness of the Fe2 + lines.

The temperature dependences of the A and B sites magnetic fields have
been recorded from 300 to 800 K and show good agreement with the sub-
lattice curves from neutron diffraction data [27].

Application of an external magnetic field of 12 kG gives better resolution
of the two patterns at room temperature and establishes that the tetrahedral
A site spins align antiparallel and the B site spins parallel to the applied
field [28]. The lines from the B site cations are broader than those from the A
site because of the electron-hopping process. Study of the relative line
broadening led to a value for the relaxation time of the hopping at room
temperature of 7: = 1·1 ns.

An independent analysis of the line broadening concluded that there is a
significant difference in the processes of hopping between 118 K and room
temperature and above room temperature with different activation energies
[29].

Below the Verwey transition the areas of the lines are not fully consistent
with the simple analysis of a unique B site Fe2+ cation site, although the
powder sample data cannot be fully analysed [29, 30]. The most convincing
evidence comes from experiments in external fields [31]. Unless a magnetic
field is applied during the cooling process through the Verwey transition the
resulting orthorhombic phase of Fe304 is multiply twinned even in a single
crystal. A 9-kG field applied along one of the cubic [100] axes of a single
crystal ensures that the 'c' axis of the orthorhombic phase lies along that direc-
tion, although twinning can still take place in the 'a'-'b' axes. The removal of
'c' twinning from the crystal reduces the number of possible orientations of
the electric field gradient tensor with the spin axis, and one can expect sub-
stantially improved spectra. Furthermore the use of applied magnetic fields
on this crystal can be used to distinguish antiparallel lattices and to alter line
intensities. Typical spectra for twinned and untwinned single crystals are
shown in Fig. 10.8 and illustrate the dramatic improvement in resolution so
obtained. Detailed computer analysis gives good evidence for four distinct
cations on the B site in equal proportion, two being Fe2+ and two Fe3+.
This indicates a more complicated ordering than originally proposed by
Verwey with the unit cell at least doubled in size. Numerical data are given
in Table 10.1.

Detailed measurements in the vicinity of the Verwey transition have shown
[Refs. on p. 296]
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that the rearrangement of the Mossbauer lines takes place between 95 and
120 K in a sample which showed a maximum in the heat capacity curve at
110 K [32]. The change in electrical conductivity normally takes place over a
smaller temperature range, and it may be that the two effects are sensitive to
different values of the electron exchange frequency.

The temperature dependence of the areas of the spectrum lines in Fe304
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Fig. 10.8 Spectra for single crystal Fe304 below the Verwey transition: (a) cooled
through the transition in zero applied field to 82 K so that 'c' twinning occurs, and
polarised by a 2'7-kG field applied transversely; (b) cooled in a 9-kG magnetic field
aligned along the [100] axis to 82 K and polarised similarly; (c) cooJed as in (b)
but with a longitudinal field of 20·3 kG at 30 K. In all cases the [100] direction was
parallel to the applied field. Note the dramatic improvement in resolution when 'c'
twinning is eliminated. [Ref. 31, Fig. 1]

between 300 and 800 K has been used to measure the effective Debye tem-
peratures of the individual sites [33]. The results were ()A = (334 ± 10) K
and 8a = (314 ± 10) K with the ratio of the recoil-free fractions at room
temperature fa/fA = 0'94. These figures emphasise the approximation which
may be involved in measuring site occupancy directly from area ratios.

Studies on nonstoichiometric Fe304 in an external magnetic field at 300 K
seem to suggest that the introduction of vacancies at the octahedral B sites
prevents electron hopping except where Fe2+-Fe3+ octahedral pairs exist [34].
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Non-paired Fe3+ cations do not participate in the exchange process and
thereby tend to contribute to the A site (Fe3+) components of the spectrum.
An external magnetic field causes broadening of this component because the
spin alignment remains antiparallel. The localised nature of the exchange
process accounts for the observed drastic decrease in conductivity with in-
creasing nonstoichiometry, although in a perfect stoichiometric lattice the
overall effect can become one of delocalisation.

Small-particle Fe304 shows temperature-dependent motional narrowing
to a degree dependent on the mean particle size [35]. A detailed analysis was
found to give a satisfactory interpretation of the spectra.

Iron(I1I) Oxide Hydroxide, FeOOH
The iron oxide hydroxides have been investigated independently by several
research groups, and the Mossbauer spectra have highlighted many of the
structural differences. Although the various forms of FeOOH have been
known for some considerable time, many of the published data are in-
consistent, and in particular little was known about their magnetic properties
until relatively recently. cx-FeOOH, goethite, has the same structure as
cx-AIOOH with the iron in a distorted octahedral environment of oxygens,
and a three-dimensional structure results from the sharing of edges and
comers of the octahedra. Lepidocrocite, y-FeOOH, is similar to cx-FeOOH
but has a complex layer structure.p-FeOOH differs in that it is clearly non-
stoichiometric, containing various quantities of F- or Cl- and H20 depend-
ing on the preparation and conditions. It has the CX-Mn02 structure with a
three-dimensional oxygen lattice and an octahedral iron environment. Little
is known about 15-FeOOH, which is ferromagnetic in contrast to the CX-, po,
and y-forms for which low susceptibilities imply paramagnetism or anti-
ferromagnetism. Little is known about its crystal structure other than that it
appears to be based on a hexagonally close-packed oxygen (hydroxyl) lattice,
and that high disorder or small crystallite dimensions pertain in the [001]
direction. This structure would imply four tetrahedral and two octahedral
sites for every iron atom.

Early work on cx-FeOOH reported a magnetic hyperfine splitting at room
temperature, showing it to be antiferromagnetic [36, 37]. Other data showed
evidence for two hyperfine patterns which it was claimed had a different
temperature dependence and ordered at 340 K and 370 K respectively [38,
39]. This implies four magnetic sublattices to preserve antiferromagnetism.
Further confusion was generated by two reports of superparamagnetism in
small-particle cx-FeOOH, the incipient broadening of the outer peaks being
not unlike the twin-magnetic field data [40, 41]. Better quality data over the
range 90-440 K showed only one hyperfine field below the Neel temperature
of 393 K with a zero-temperature extrapolated value of 510 kG [42]. Lattice-
sum calculations of the small quadrupole effect were used to infer that the
[Refs. on p. 2961
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spins lie along the 'c' axis, and the sublattice magnetisation was compared
with theory.

The inconsistencies were explained by Dezsi and Fodor [43], who found
that three out of five deposits of natural cx-FeOOH and a synthetic sample all
gave a unique hyperflne pattern, while the other two did show clear evidence
of two fields. The latter result was found to be true of samples containing
excess water; deposits of stoichiometric cx-FeOOH do not show evidence for
more than two magnetic sublattices. The Neel temperature was found to be
only 367 K, and relaxation occurred at up to 30° below this. It would appear
that the defect structure and particle size are both important in determining
the properties of a specific sample.

A definitive study of the magnetic structure using powdered synthetic
cx-FeOOH and a natural single crystal has been made by Mossbauer and
neutron diffraction methods [44]. The spins are all parallel to the 'c' axis of
the crystal (also shown by partial orientation of powder samples [45]) with
the major axis of the electric field gradient tensor in the 'ab' plane, making
an angle of about 40° with the 'b' axis. The Mossbauer data gave a Neel
temperature of 403 K. Neutron diffraction data indicate both ferromagnetic
and antiferromagnetic coupling between iron atoms. The Neel temperature
will correspond to the point where the weaker of these breaks down, and it is
the existence of residual order (which is not three-dimensional) above TN
which causes a reduced susceptibility compared with that predicted for
completely disordered S = t spin states. The extrapolated magnetic field
value of H(O) = 504 kG is smaller than that of Fe20 3 (544 kG) or FeF3
(622 kG) and reflects the effect on the Fermi term of increased covalency in
this compound. In this sense the magnetic field of ferric ions is a better
indication of degree of covalency than the chemical isomer shift.

Deuteration to give cx-FeOOD does not affect the electronic structure to
any extent, and the Mossbauer spectrum is identical to that of cx-FeOOH [46].

p-FeOOH is antiferromagnetic below 295 K with a magnetic hyperfine
pattern similar to the stoichiometric cx-FeOOH [36, 37, 47]. The extrapolated
H(O) value is 475 kG, and relaxation collapse is seen above 200 K in small-
grained samples [47]. The paramagnetic quadrupole splitting of O' 70 mm S-l

is to be compared with the e value of -0,10 mm S-l in the magnetic spectrum
and shows that the electric field gradient major axis and the magnetic spin
axis are not collinear. Oriented powder data show that the spin axis is
parallel to the crystal 'c' axis and that the electric field gradient axis is prob-
ably in the 'c' plane [45]. Decomposition to CX-Fe203 at 670 K brings about
a reversion to a magnetic spectrum.

y-FeOOH is paramagnetic down to at least 77 K with a small quadrupole
splitting [36, 37, 39,48]. Below this temperature it becomes antiferromagnetic
[48]. The Neel temperature is not clearly defined in either mineral or syn-
thetic samples, and magnetic and paramagnetic spectra coexist over a range

[Refs. on p. 296]



256 I IRON OXIDES AND SULPHIDES

of at least 10 K even in large single crystals. This excludes small-particle
superparamagnetism as an explanation. Possibly the small magnetic aniso-
tropy in the region of the Neel temperature causes the spin fluctuations to
be slow.

At 4·2 K the magnetic field is 460 kG and from single-crystal data the
spin axis lies in the 'ac' plane. Application of a 30-kG field parallel to the 'c'
axis splits the antiparallel sublattices, but has no effect when perpendicular
to the 'c' axis, and confirms that the spins are collinear and aligned in the
'c' axis. Data with a single crystal at room temperature and a polarised
57Cojiron metal source showed that the major axis of the electric field
gradient tensor lies in the 'ac' plane at 55° to the 'c' axis, and the sign of
e2qQ is negative.

t5-FeOOH shows a ferromagnetic spectrum with two magnetic fields,
probably derived from the tetrahedral and octahedral sites, of 505 and
525 kG at 80 K [47]. The compound begins to decompose above 370 K (i.e.
below the extrapolated Curie point) and the product above 510 K can be
identified as oc-Fez03'

Iron(II) Hydroxide, Fe(OHh
Fe(OHh has a hexagonal layer structure of the CdIz type with iron octa-
hedrally coordinated by OR ions. The 'c' axis is the major symmetry axis.
Susceptibility data suggest antiferromagnetic ordering below 34 K. and this
is confirmed by the Mossbauer spectrum [49]. The paramagnetic state shows
a large quadrupole splitting of 3·00 mm S-1 at 90 K and a chemical isomer
shift of 1·16 mm S-1 (w.r.t. Fe). At 4·2 K, an apparent four-line magnetic
spectrum is seen (Fig. 10.9) although there are in fact eight lines present, and
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Fig. 10.9 Mossbauer spectra of Fe(OHh, showing the suggested line positions from
Fig. 10.1 O. [Ref. 49, Fig. 1]
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an analysis can be made in terms of an axially symmetric field gradient tensor
making an angle of () to the field H (Fig. 10.10). This gives a field of 200 kG

r-----,----.,....O·2~411HH

I=t Fig.IO.IO The energy levelscheme
for Fe(OHh with the main axis of
the electric field gradient at 90° to
the spin axis. [Ref. 49, Fig. 2]

and e2qQ/2 as 3·06 mm S-l. () is found to be 90°, which suggests that the spin
axis lies in the 'c' plane.

Iron(nI) Oxide Fluoride, FeOF
The iron(III) oxide fluoride, FeOF adopts the rutile lattice structure, although
the X-ray data cannot differentiate between oxygen and fluorine. The Moss-
bauer spectrum [50] indicates magnetic ordering below about 315 K, and the
temperature dependence of the magnetic field follows an S = f Brillouin
function with a zero-temperature value of 485 kG. The principal axis of the
electric field gradient is probably perpendicular to the spin axis, and the
intensities of the magnetic patterns suggest that the asymmetry parameter is
finite. The observation of a unique quadrupole splitting for the iron (1'18
mm s-1 in the paramagnetic state) suggests an ordered distribution of oxygen
and fluorine giving a superstructure which is not observed in the X-ray
pattern. A neutron diffraction study [5I] showed that the 'c' axis is the anti-
ferromagnetic spin axis.

Iron(III) Hydroxide Gels
The gels of Fe(OHh precipitated from aqueous solution by reagents such as
NH40H present a complex system. Recoil-free fraction measurements have
been made on such gels before and after drying, and on the organogel
obtained by treatment with EtOH [52]. The results for the hydrogel and
organogel show a sharp decrease above 270 and 160 K respectively in agree-
ment with the freezing temperature of intermicellar liquids.
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10.2 Spinel Oxides AB 20 4

The capacity of the spinel structure type to accommodate a wide variety of
metal cations is reflected in the large number of known iron-containing spinels
in addition to the binary spinels Fe304 and y-Fe203 which have already been
discussed. The iron can occupy either or both of the distinct cation sites, and
many systems have wide ranges of solid solution and nonstoichiometry.
The idealised normal spinel structure is shown in Fig. 1O.11 and consists of
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Fig. 10.11 The normal spinel structure, AB 204 , contains eight octants ofalternating
A04 and B40 4 units as shown on the left; the oxygens build up into a face-centred
cubic lattice of 32 ions which coordinate A tetrahedrally and B octahedrally. The
unit cell, AsB160 32, is-completed by an encompassing face-centred cube of A ions,
as shown on the right in relation to two B4 0 4 cubes.

tetrahedral (A) sites and octahedral (B) sites in a face-centred cubic oxide
sublattice, i.e. A[B2]04. If half the B cations occupy all the tetrahedral sites
and the remaining B cations are distributed with the A cations on the octa-
hedral sites, the spinel is said to be inverse, i.e. B[AB]04. The tetrahedral site
in the ideal spinel has cubic (Td) symmetry and therefore no electric field
gradient at the cation, but the octahedral site has trigonal point symmetry
and one anticipates a large electric field gradient. The M6ssbauer spectrum
allows a more intimate study of the effects on individual cations of changes
in the species at neighbouring sites than most other experimental methods
available. Furthermore, many of these spinel phases are magnetically ordered;
the major interaction is of the A-B type, and this may involve Fe-Fe
inter-actions as well as Fe-M interactions where M is another paramagnetic
cation.

It will be convenient to summarise some of the general results before
discussing specific compounds in more detail. Taking iron(Il) spinels first in
the paramagnetic region: normal 2,3 spinels FeIIM~I04 with FeB in the
[Re/s. on p. 296]
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tetrahedral A sites only give a single-line spectrum because of the cubic
symmetry. By contrast normal 4,2 spinels MIVFel~04 with Fe2+ on the
trigonally distorted octahedral B sites give a well-spaced quadrupole-split
spectrum. With inverse or partly inverse 2,3 spinels two pairs of lines are
expected, one quadrupole doublet from the B site and one less widely spaced
doublet from the A sites which will no longer be strictly cubic due to charge
variations on the B sites.

With iron(III) spinels it is not possible to have a normal spinel structure
with Fe3 + on the A sites because the cationic charge is an odd number but a
disordered spinel such as Fe3+[M~IM~II]04 can have the tetrahedral sites
occupied by Fe3 +; disorder in the B sites generates a small electric field
gradient at the A site and a small quadrupole splitting is observed. Normal
2,3 spinels MIIFe~II04 with Fe3+ on the trigonally distorted B sites show a
similar spectrum because the electric field gradient acting on the spherical d 5

ion gives a smaller quadrupole splitting than that observed with the d 6 Fe2+
ion on the B sites. Most inverse 2,3 iron(III) spinels are magnetically ordered
even above room temperature and the Fe3 + occupancy of both A and B sites
leads to two superimposed six-line spectra in which only the B site shows a
quadrupole hyperfine interaction.

The combined data from chemical isomer shifts, quadrupole splittings and
hyperfine magnetic fields, coupled with intensity measurements and the
changes which occur in the spectra in applied magnetic fields, provide a
powerful means of studying site occupancy, site symmetry, and magnetic
exchange interactions. The systematics outlined in earli.er chapters lead to the
following three diagnostic generalisations which are well illustrated by spinel
phases:

(i) chemical isomer shifts increase in the sequence o(tetrahedral Fe3+) <
o(octahedral Fe3+) < o(tetrahedral Fe2+) < o(octahedral Fe2+)

(ii) quadrupole splitting for both Fe2+ and Fe3+ in sites of accurately cubic
symmetry is zero; for non-cubic sites ~(Fe3+) <{ ~(Fe2+)

(iii) the magnetic hyperfine field Hat Fe2+ is less than H(Fe3+).

These general remarks will now be illustrated by reference to individual
oxide spinel phases. Sulphide spinels are discussed on p. 285.

FeIIAI~I04

FeAlz0 4 shows a large iron(II) quadrupole splitting [53], and detailed
temperature-dependence data from 0 to 800 K can be explained using a
tetrahedral site model, with a splitting of the E level by 300 K (208 cm- I )

and a thermal population of the two resultant singlet levels [54]. Data for
Mgo-98Feo-ozAlz04 are identical. However, it is now known that the com-
pound may be partly inverse [55]. Recent data at 295 K showed the two sites
to be resolved giving an estimate for the individual site occupancies as
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Fe~~7Al~:i3[Fe~:t3Ali.t7]04'although the degree of inversion is likely to
depend on the sample preparation. There are signs of spin ordering at
4·2 K [54].

FeIIGa~II04

FeGa204 shows two iron(Il) quadrupole doublets, indicating that it is partly
inverse [56). It is unusual in that reheating the product of the original re-
action mixture causes an alteration in the site occupancy, apparently in-
volving a change towards a normal spinel structure.

GeIVFe~04

GeFe20 4 is a normal spinel with the B site iron(Il) ions producing a large
quadrupole splitting (2'9 mm S-1) at room temperature [56, 57]. It is anti-
ferromagnetic below 11 K [58-60]. The axially symmetric electric field
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Fig. 10.12 The temperature dependence of the quadrupole splitting in GeFe204.
The solid line corresponds to a trigonal-field splitting of 1650 K. [Ref. 61, Fig. 1]

gradient produced by the trigonal site symmetry is negative and is per-
pendicular to the spin axis. The magnetic field has an extrapolated value of
163 kG at 0 K, and the temperature dependence deviates slightly from an
[Refs. on p. 296]
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S = 2 Brillouin function. The observation of a unique environment in the
magnetically ordered phase means that the spin direction is perpendicular to
the trigonal axis on all three possible orientations of this axis, which refutes
a previous suggestion that there were only two sublattices.

The electronic ground state is the singlet Idz2), and the singlet-doublet
separation determined from the temperature dependence of the quadrupole
splitting between 77 and 1020 K is 1650 K (1145 cm- I

) [61]. Since the
spin-orbit coupling C.....,100 cm- I ) is much smaller than the level splitting,
satisfactory agreement can be obtained without including it in the calcula-
tions (see Fig. 10.12).

TilVFe~04 and Related Phases
TiFe204 is an inverse spinel, FeH [Fe2+TiH ]04' and shows a large quadru-
pole splitting above the Neel temperature of 140 K [24, 26, 62, 63]. The A
site spectrum is not resolved from the B site spectrum in the range from 140
to 800 K, and clearly the A site does not have cubic symmetry [63]. Each
tetrahedral FeH ion has yTi4+ and (12 - y)Fe2+ octahedral sites in the
second coordination sphere [0 < Y < 12], whereas each octahedral FeH ion
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Fig. 10.13 Spectra of TiFe204 showing gross broadening of the magnetic hyper-
fine patterns below the Nee! temperature. [Ref. 26, Fig. 2]
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has 6 tetrahedral-site Fe2+ cations plus (6 - x)Fe2+ and xTi4+ octahedral
sites [0 < x < 6]. Randomisation of the B site cations renders many of the
local A site symmetries non-cubic [24, 64]. The temperature dependence of
the quadrupole splitting corresponds to a splitting of the tetrahedral E level
by 450 K (333 cm- l) and of the octahedral Tzg level by 600 K (417 cm- l)
with the singlet lying lowest [63]. Below the Neel temperature, the magnetic
spectra are very broad because of the varying effects of the randomisation on
the orbital and dipolar contributions to the hyperfine field (see Fig. 10.13).

TiFez04 forms a continuous solid solution with Fe304' and the spectra
of the intermediate compositions all show gross magnetic broadening below
the Neel temperature because of disorder and consequent variation of local
site symmetry [24, 64]. In Feg1Fe~1[Fei:iFeg.iTi61]04there is a consider-
able improvement in resolution of the spectrum at 77 K, an Fe3+ hyperfine
pattern being seen, and it has been suggested that the additional broadening
of the spectra at higher temperatures is the result of an electron-hopping
exchange between Fe2+ and Fe3+ ions on both A and B sites [26]. Thus local
variations in hyperfine fields can arise either from (a) random variations of
local symmetry at the iron sites which are characteristic of the local disorder
and independent of temperature, or (b) temperature-dependent electron
hopping on the octahedral sites. In Fe304 hopping occurs; in Tio'6Fez'404
both hopping and local disorder influence the spectrum; in TiFez04 hopping
cannot occur since all the iron ions are Fe2+ and the broadening therefore
arises from local disorder.

FeIIV~I04 and FezV04
FeVZ04 is a normal cubic spinel at room temperature and accordingly shows
an Fez+ resonance without quadrupole splitting at the tetrahedral A site [53].
The Fel +xVz -x04 solid solution gives similar spectra without quadrupole
broadening up to x = 0,5, which suggests that Fe3+ is substituting for V3+
at B sites, Fe2+[Fe~+V~~x]04; this preserves the charge equivalence on the
octahedral sites and minimises any perturbations at the A site. The linewidths
are, however, broad [53]. The other end-member of the series FezV04 gives a
broadened magnetic spectrum at room temperature which appears to indicate
two magnetic fields. A formulation of Fez+[Fez+y4+]04 has been suggested
[53], although a more likely possibility is Fe2+[Fe3+V3+]04 [24].

FeYZ0 4 undergoes a transition to tetragonal symmetry below 140 K, and
this results in the appearance of a substantial quadrupole splitting [65].
However, this begins to appear well above the nominal transition tempera-
ture, showing that the local site symmetry distorts well before the bulk
crystalline transition. The experimental linewidths are significantly broader
in the transition region, and there is a change in the chemical isomer shift.
Qualitatively, the data can be interpreted in terms of a dynamic reorientation
between the three equivalent tetragonal distortions, so that the distortion is
[Refs. on p. 296]
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'frozen' at lower temperatures and 'time-averages' to an effective cubic
symmetry at higher temperatures because of an increased reorientation
frequency. FeV204 becomes ferrimagnetic below 109 K with a slight ortho-
rhombic distortion in the vicinity of 100 K [61, 66, 67]. The electric field
gradient tensor has axial symmetry and e2qQ a positive value, i.e. the ground
state is IdX2_ y 2), and together with the spin axis is aligned along the 'c' axis.
The extrapolated values H(O) and L10 are 86 kG and 3·15 mm S-1 respec-
tively. However, the magnetic structure is not simple, and the anomalous
orthorhombic region from about 70 to 100 K seems to involve a small mis-
alignment between the tetragonal and magnetic axis [66, 67].

FeIlCr~I104

FeCr204 is also a normal iron(Il) spinel without resolved quadrupole
splitting at room temperature, although the resonance line is broad [53, 57].
Like FeV204' it undergoes a tetragonal distortion below 135 K with a similar
quadrupole splitting behaviour [65]. Magnetic ordering is seen below 69 K,
although a second phase change occurs at 40 K causing anomalies in the
temperature dependence of the magnetic field [60, 68]. At low temperatures
the axially symmetric electric field gradient tensor has a negative value for
e2qQ so that the distortion at the A site is in the opposite sense to FeV20 4.
Above 40 K the spins lie in the 'ab' plane along the 'a' or 'b' axes, or both.
Below 40 K there appears to be randomisation of the spin axis within the
'ab' plane.

The spinel Feg.t2Litos[Lit42Feg.tsCri:to]04 is magnetically ordered be-
low 503 K, and appears to show broadening from disorder effects [69].

Li~·sFe~I.IS04

The spinel Fe3+[Fei.tLits]04 contains lithium in the octahedral B sites.
Thermal treatment can cause long-range ordering of the B site cations, but
the spectra of ordered and disordered samples are identical and show only
one apparent magnetic splitting, which is 510 kG at room temperature [18].
The ferrimagnetic ordering will be maintained by A-B exchange coupling
between ferric ions. As already seen in connection with y-Fe20 3 , the Fe3+
ion is not very sensitive to environment, and this accounts for the relatively
simple spectrum in this instance despite the large difference in formal cation
charges in the second coordination spheres which might have been expected
to give a detectable quadrupole effect.

MgIlFe~I104

MgFez04 has been investigated [70] using the Faraday effect to determine
the degree of inversion in this ferrimagnetic spinel which can be formulated
as (Mg;+Fei:::J[Mgi:::xFeitx]04' The A and B sites both give a magnetic
field of about 500 kG at room temperature and they are antiferromagnetically

[Refs. on p. 296)



264 JIRON OXIDES AND SULPHIDES

coupled. Application of a 55-kG longitudinal external field separates the two
antiparallel lattice hyperfine patterns which in this case are considerably
simplified by the absence of the ~m = 0 resonance lines. The spectrum of a
'thick' absorber of MgFe204 isotopically enriched in 57Fe is shown in Fig.
10.14. This absorber was used as a transmitter in a zero-velocity Mossbauer
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Fig. 10.14 Transmission spectrum of polycrystalline Mg57Fe204 in a longitudinal
field of 55 kG using a single-line source. The tetrahedral and octahedral sublattices
are shown. The top bar diagram is the emission spectrum of the oc-iron source, and
the bottom diagram is the absorption spectrum for the oc-iron absorber. Both are
polarised. [Ref. 70, Fig. 2]

polarimeter which employed a 57Co/cx-Fe source as polariser and a 57Fe/
a-Fe absorber as analyser. The metal foils were both polarised in transverse
magnetic fields, the relative orientation between which was w. The only
significant radiations transmitted by this source/transmitter combination are
the I ±!> -+ I =F!> components of the source (lines Band E at the top of
Fig. 10.14), which are both subject to Faraday rotation. The dependence of
the zero-velocity transmission on the angle w between source and analyser
polarisation directions shows a periodic behaviour, which is repeated after
insertion of the MgFe204 transmitter but with a phase shift of 19° due to the
[Refs. on p. 296]
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Faraday effect (Fig. 10.15). The relevant theoretical equations show that this
rotation is a function of the difference in the oppositely directed polarisations
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Fig. 10.15 The relative transmission of the polariser (Hs) and absorber (HA) in
transverse magnetic fields both with and without the MgFe204 transmitter as a
function of the angle OJ between H s and H A • [Ref. 70, Fig. 3]

from the two magnetic sublattices which arises because of their unequal
occupation, and enables one to derive a value for the occupancy parameter,
x,ofO·26.

MnIIFe~n04 and Related Phases
MnFez0 4 is partly inverse, and application of a 17-kG field separates the A
and B site fields which are 483 and 430 kG respectively at room temperature
[71]. The site occupancy by Fe3+ ions is nA/nB = 0'12, in good agreement
with neutron diffraction data. Inconsistencies in the published data for
MnFez0 4 have been suggested to result from nonstoichiometry with oxygen
vacancies and Fez+ cations [72]. However, independent work has shown
that at least two forms, formulated as Mn~1Fe~1[Mn~1Fei::;Fe~:i]04 and
Mn~.18Fe~~z[Mn~.t6Mn~j;6Fei.tzFe~.16]04'can exist [73].

The MnxFe3 _ x04 phase has been briefly examined [74]. MnZ'7FeO'304
shows a tetragonal distortion which disappears at ,--,1370 K and there is a
concomitant reduction in the quadrupole splitting of the Fe3+ ion as the
effect of Jahn-Teller distortion of the Mn3+ ion is removed [75]. This effect
has been studied at several compositions in the range 2·7 <; x <; 2'95 [76].

The Mn~I_xZn~Fe~"04 phase has been studied to follow the effects of A
site randomisation on the iron in the B site [77]. The paramagnetic Mnz+

and diamagnetic Zn2+ ions will have different effects on the A-B magnetic
exchange interactions. A reduction in the number of Mn2+ nearest neigh-
bours causes a reduction in the Fe3+ hyperfine field. A detailed neutron
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diffraction and Mossbauer study of the temperature dependence of the sub-
lattice magnetisation in (MnO'6ZnO'4)[Fe2]04 has shown good agreement
between the two methods [78]. The magnetic field of 490 kG at 100 K suffers
a considerable degree of relaxation collapse at higher temperatures because
of the local weakening of the Fe-Fe exchange interactions by the ZnH
cations. Site occupancy studies have also been made on MgjMn ferrites [79],
and with additional Cr doping [80].

Small-particle samples of MnFe204 show superparamagnetic relaxation
effects [81].

Co"Fe~"04

CoFe204 is basically an inverse Fe3+ spinel, although the room-temperature
magnetic spectrum does not resolve the A and B site hyperfine fields, which
average 516 kG [81, 82]. Application of a 55-kG external field separates the
sublattices and demonstrates that CoFe204 is in fact only partly inverse [83].
The degree of inversion depends on the thermal history of the sample;
samples which have been slowly cooled show two octahedral site symmetries,
but at least four probably exist in quenched specimens. Small-particle
CoFe204 shows superparamagnetic behaviour with partial or complete
collapse of the hyperfine spectrum at temperatures below the Neel tempera-
ture [81, 84].

Ni"Fe~"04 and Related Phases
NiFe204 is also an inverse Fe3+ spinel which is magnetically ordered at room
temperature. The A and B site hyperfine fields are very similar so that the
two six-line patterns are but poorly resolved (HA = 506 kG, H B = 548 kG)
[85,86]. It was proposed [85] that in NiFe204, NiFel'9Cro'104, and NiFeCr04
the magnetic ordering follows the Yafet-Kittel model; that is, the A and B
sublattices are each further divided into sub-lattices such that their vector
resultants are aligned in opposite directions to each other, giving ferri-
magnetism. This contrasts with the Neel model of antiferromagnetically
coupled collinear A and B sublattices. However, application of a 70-kG
longitudinal field at 4·2 K fully resolves the A and B sublattices, and the
fj.m = 0 lines are absent [86]. This can only be consistent with the Neel
ordering type. NiFeo'3Crl'704, which was formerly believed to have Fe3+
on the A sites, was found, from experiments in external fields, to have t of
the Fe3+ on B sites [86]. In this instance the fj.m = 0 lines do not disappear,
and one can conclude that in this case the ordering is of the Yafet-Kittel
type. Typical spectra and the spin-vector additions are illustrated in Fig.
10.16.

The sublattice magnetisation has been studied as a function oftemperature
up to the Neel temperature, and good agreement can be obtained with a
Weiss-field model if a strong positive B-B interaction between the NiH and
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FeB ions on octahedral sites is assumed [87]. Superparamagnetic effects are
seen in ultra-fine powders [84]. The hyperfine spectrum can be partially
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Fig. 10.16 Mossbauer spectra at 4·2 K of (a) NiFe204 and (b) NiFeo·3Crl·704.
Note the absence of 11m = 0 lines in a 70-kG field in the former (Neel ordering) but
not in the latter (Yafet-Kittel ordering). [Ref. 86, Fig. 1]

restored by application of an external magnetic field, apparently by polarisa-
tion of the particles in the field [88].

FeNiCr04 in the paramagnetic state at 721 K shows a quadrupole splitting
of 0·40 mm S-1 [89]. The Fe3 + cations are predominantly on A sites which
should have tetrahedral symmetry, but the randomisation of NiH and Cr3 +

cations on the B sites causes local distortions and a reduction in symmetry at
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the A site. Similar behaviour is shown in FeNiAI04 with a splitting of 0·53
mm S-1 at 534 K [89].

The spinels NiitxGe;+Fe~:!:3x04 (0 < x < 0,41) show no quadrupole
splitting at the A site Fe3+ ions, and the field at the A site is significantly
less than at the B [90]. This is due to increased covalency at the A site, and it
is suggested that 3d-polarisation effects on any 4s-electron density originating
from covalent bonding will generate a contribution to the hyperfine field
opposite in sign to that from the Is-, 2s-, and 3s-electrons.

Nio.1Zno'9Fe204 is superparamagnetic above 20 K. The diamagnetic zinc
ions on the A sites in ZnFe204 itself allow only weak B-B exchange coupling,
between the Fe3+ ions. However, substitution of zinc by nickel to give
Nio'1Zno.9Fe204 introduces some measure of A-B interaction. Each A site
Nj2+ cation can interact magnetically with the 12 nearest B site Fe3+ cations,
causing small superparamagnetic clusters in the material. The Mossbauer
spectrum of the substituted spinel at room temperature is very broad because
of the effects of this randomisation [91].

CuIlFe~Il04 and Related Phases
The spinel CuFe204 exists in tetragonal and cubic forms. Thermal treatment
of the tetragonal form causes a decrease in quadrupole splitting at about
363 K as it changes to the cubic form [92]. Detailed studies of the tetragonal
form show the presence of two internal fields (508 kG at the A site and 538
kG at the B site, at 298 K) [93, 94]. The latter is distinguished by the presence
of a quadrupole splitting (e = -0,17 mm S-1) and a higher chemical isomer
shift (0,49 as opposed to 0·37 mm S-1 at the A site). CuFe204 is known to be
largely inverse with 10% Cu on A sites. This is confirmed by measurements
in an applied magnetic field which resolves the two sublattices. The B site
patterns have non-Lorentzian line-shapes, implying that there are various
distributions of the neighbouring cations and local Jahn-Teller-type dis-
tortions of crystallographically equivalent sites, giving rise to fluctuations
in both the A-B superexchange interactions and the quadrupole splitting.
As a result, computer analysis of the poorly resolved zero-field data assuming
Lorentzian line-shapes gives an incorrect estimate for the site population.

Cuo.sZno'sFe204andCuo·sCdo·sFe204 have all the zinc and cadmium iOl1s
on A sites [94], and are partly inverse with respect to iron. All three spinels
show no 11m = 0 transitions in longitudinal fields, and are therefore ordered
in the Neel arrangement with only two sublattices.

ZnIlFe~II04 and CdIlFe~Il04

ZnFe204 is a normal spinel and shows a small quadrupole splitting (0'36
mm S-1) at room temperature from the trigonal distortion [89, 95]. CdFe204
is similar with a splitting of 0·83 mm S-I. Estimations of the electric field
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gradient by lattice-sum calculations are complicated by the sensitivity of the
result to the distortion parameter of the anion lattice [95].

The chromite ZnIl[Crll'~6Feg'~4]04 shows an abrupt disappearance of
magnetic ordering above about 10 K due to a first-order phase transition
and a change in crystallographic symmetry [96]. Both paramagnetic and
antiferromagnetic contributions occur in the spectrum from 9 to 13K, and
similar effects have been found in MgIl[Cr~I'~8Fe~I'~2]04'

10.3 Other Ternary Oxides

In this section the results on high-spin iron(II) systems are presented before
those on iron(IU). The latter dominate, and are ordered approximately as
follows: the major structural classes of Fe203/M203 solid solutions, MFe03
perovskites, MFe03 orthoferrites, M3Fes0 12 garnets; and other iron(IU)
oxides approximately in the periodic table classification of the second metal.
Any quaternary oxides are included with the most appropriate ternary
system.

FeSb20 4
The quadrupole splitting of the Fe2+ ion in the ternary oxide FeSb20 4
decreases from 2·88 mm S-1 at 50 K to 1·02 mm S-1 at 817 K as a result of
thermal population of the t2g levels [97]. The iron is in a site of 6-coordination
with three mutually perpendicular twofold axes, and it is possible to describe
the three lowest states as Iyz), Ixz), and primarily Ix 2 - y2), although the
theoretical fit shown in Fig. 10.17 does not determine their relative order
uniquely.

FeNb20 6
FeNb20 6 is a ternary oxide with a nearly regular octahedral coordination
about the Fe2+ ion and a relatively small crystal-field splitting of the t 2g

levels. Consequently the quadrupole splitting is strongly temperature depend-
ent (2'35 mm S-1 at 80 K; 0·64 mm S-1 at 1000 K) [98]. Full theoretical
analysis indicates an Ixz) ground state and a doubly degenerate level at
520 K, the spin-orbit coupling parameter being -90 K.

FeTi20 s
FeTi20 s is derived from Fe2TiOs and is a ferrous oxide. The cation distribu-
tion is not known, but the broad Mossbauer spectrum suggests that it may
be partly 'inverse' [20].

The System A1203-Fe203
Early data on a sample of Alo'46Fel.s403 showed it to be magnetically
ordered and to give a room-temperature Mossbauer spectrum comparable
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to that of ex-Fe20 3 [20]. An orthorhombic phase of A12-xFex03 exists for
0·6 < x < 1·0. AIFe03 itself gives a magnetically ordered spin system at
4·2 K which shows at least two distinct antiparallel sublattices in an external
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Fig. 10.17 The temperature dependence of the quadrupole splitting of FeSb20 4

showing a theoretical fit, using the energy level scheme inset. [Ref. 97, Fig. 1]

field [99, 100]. Rhombohedral A1106Feo.403 is paramagnetic at 80 K with a
quadrupole doublet spectrum, but at 4·2 K is magnetically ordered. The
spectrum is, however, very broad and presumably represents the effect of
disorder of the Fe3+ and AP+ cations which are not of comparable size.

The System Ga203-Fe203
The spectrum of {J-Ga203 doped with 57Fe shows two quadrupole doublets
[100]. The oxygen atoms form a distorted cubic close-packed array with one
tetrahedral and one octahedral cation site. Fe3+ substitutes more easily in
the octahedral sites (~ = 0·525 mm s-t, r5 = 0·35 mm S-1) than in the
tetrahedral sites (~ = 0·98 mm s-t, r5 = 0·17 mm S-1).

The phase Ga2-xFex03 (0'7 < x < 1,4) is both ferrimagnetic and piezo-
electric. The double hexagonal close-packed array of oxygen ions has four
sites: Ga(i) which has nearly regular tetrahedral symmetry, and three dis-
[Refs. on p. 296]



OTHER TERNARY OXIDES I 271

torted octahedral coordinations, Ga(ii), Fe(i), and Fe(ii). The paramagnetic
spectra of samples in this phase show two detectable quadrupole splittings
[101]. It is believed that the Fe3+ and Ga3+ cations are randomised on the
octahedral sites, with gallium showing a preference for the Ga(ii) site. Mag-
netic ordering at low temperature allows site populations to be estimated
approximately [102, 103]. The spins are oriented close to the 'c' axis [104],
and neutron diffraction data show antiparallel sublattices, Fe(i) + Ga(i) and
Fe(ii) + Ga(ii) [103].

The System FeTi03-Fe203
The solid solution (1 - x)FeTi03.xFe203 has been extensively studied.
Ilmenite, FeTi03, is derived from IX-Fe203 by alternation of Fe and Ti cation
layers in the [111] plane. When magnetically ordered the Fe spins are all
parallel in one plane but antiparallel in adjacent planes. FeTi03 shows a
hyperfine field of only 70 kG at 20 K, superimposed on the quadrupole
interaction of 1·14 mm S-1 [l05]. This follows from the orbital properties of
the Fe2+ ion, and the contributing terms have been estimated as Hs (-455
kG), HL (+338 kG), Ho (+47 kG), giving Heff (-70 kG), although the sign
of Heff has not been confirmed experimentally [106].

Since the end-members of the phase are Fe~+03 and Fe2+Ti4+03, the
intermediate compositions must contain mixed valence states of iron. As x
decreases from 1·0 to about 0'5, the basic six-line spectrum of IX-Fe203 is
retained, although it is noticeably broadeneq by the proliferation of site
symmetries. At x =0 ·33 only a very broad spectrum envelope is seen, and
this has been claimed to indicate the presence of ferrimagnetic clusters and
general superparamagnetic behaviour [105].

The chemical isomer shift and quadrupole splitting of FeTi03 show sub-
stantial pressure dependence [9]. The temperature dependence of the quadru-
pole splitting has also been used to study the orbital state of the trigonally
distorted Fe2+ ion [107].

Spectra for 22 natural ilmenite samples from different deposits show that
ilmenite itself is normally deposited with a composition close to the stoichio-
metry FeTi03 [108]. The weathering products which occur particularly in
beach sands contain Fe3+ ions, but are ill defined and of uncertain composi-
tion. The degree of weathering can be measured in any given sample from the
Mossbauer spectrum. The spectra of lunar ilmenite at various temperatures
is discussed on p. 294.

The Systems V203-Fe203 and Cr203-Fe203
Brief details have been given for two compositions in the phase (FexV1-X)203
(x = 0,3, 0'5) which is related to IX-Fe203 [20].

The system (FexCr1 -X)203 is also related to IX-Fe20 3 and brief details have
been given for x = 0·2 and 0·5 [20]. IX-Fe203 and Cr20 3 both have the same
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crystal structure but differ in the type of antiferromagnctic ordering. In solid
solution these ordered structures are connected through a cone spiral arrange-
ment to preserve continuity. In (FeO'03SCrO.96S)203 (TN -== 289 K) the
apparent magnitude of the quadrupole interaction in the magnetic phase
decreases as the temperature rises due to an alteration in the cone half-
angle [109]. The magnetic field approximately follows a Brillouin function.
Spin relaxation causes an increasing degree of motional narrowing as the
temperature increases from 100 K to TN [110].

The System Mn203-Fe203
The Mn20rFe203 system is very complex [111-113]. ot-Mn203 is ortho-
rhombic at room temperature but is cubic above 308 K. Room-temperature
spectra of the intermediate compositions show two quadrupole doublets
from the two sites. The manganese tends to enter the more distorted site. The
lines are broad due to disorder, and the low-temperature spectra show
magnetic ordering (but with site symmetry disorder effects) on both sites.
Redistribution of the site populations was observed on thermal treatment of
(MnO.007SFeo.992Sh03 [113]. MnFe03 has the p-Mn20 3 structure, and the
Mossbauer spectrum shows it to contain only Fe3+ iron. The latter does not
distribute statistically over the two cation sites, but shows a distinct preference
for one of them. The distribution is {Mn2.7Fes.3}{Mn13.3FelO.7}048 to a first
approximation.

The System Rh203-Fe203
The system (RhxFe1_xh03 has been examined for x = 0'11,0,22,0,25,0,41,
and 0·81 [114]. It has the homogeneous haematite structure with randomisa-
tion of the cations. The Neel temperature falls with increasing x while the
Morin transition rises. For ot-Fe203 the Morin transition is 257 K, but at
x =' 0'11 it is 507 K and at x = 0·22 it is 544 K. Significant collapse of the
hyperfine splitting is seen below the Neel temperatures.

BiFe03 and Related Perovskites
The ferroelectric perovskite BiFe03 shows an Fe3+ ion quadrupole split
spectrum above the Neel temperature of 645 K [115]. Both the chemical
isomer shift and the quadrupole splitting show a discontinuity at the ferro-
electric phase transition in (PbTi03)o9s(BiFe03)o.os [116].

The substituted perovskite phases Sr(TaFeH03' Pb(NbFeH03 and
SrTi03 + 1'15Sr(TaFeh03 give quadrupole spectra which can be simulated
theoretically by assuming a random distribution of cations on the iron site
and an electric field gradient which arises solely from the cation randomisa-
tion [117].

Preliminary data at room temperature for the ternary perovskite phase
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LaFexAl1_ x03 (0 < x < I) have shown that magnetic ordering is destroyed
as the aluminium content increases [118J.

The solid solution Srz{FeMoxW1_J06 also has the perovskite structure
and the end-member Sr2 Fe3+Mo5+06 is ferrimagnetically ordered at room
temperature with a field of 315 kG [1I9J. Appreciable Fe2 + content is not
found until above 70% Sr2Fe2+W6 +06 in composition because of appreci-
able reduction to W S +.

Orthoferrites, RFe03

The orthoferrites, RFe03' where R is yttrium or a rare-earth element have a
structure based on a distorted perovskite lattice with only one iron environ-
ment. Most of them possess weak ferrimagnetic character as a result of spin
canting from the ideal two-sublattice antiferromagnetic ordering.

Several studies have been made including detailed comparisons of the full
series, RFe03 (R = Y, La, Pr, Nd, Sm, Eu, Gd, Tb, Dy, Ho, Er, Tm, Yb,
Lu) [120-122J with spectra recorded between 85 and 770 K. All show a single
magnetic hyperfine splitting, and the magnetic field (extrapolated to 0 K)
decreases regularly with the atomic number of R (see Table 10.2) from 564

Table 10.2 Mossbauer and other parameters of orthoferrites [120, 121]

Lattice parameters in A
Compound Herr*/kG TN/K

a b c

LaFe03 564 740 5·556 5'565 7-862
PrFe03 559 707 5·495 5'578 7-810
NdFe0 3 557 687 5·441 5·573 7·753
SmFe0 3 552 674 5-394 5'592 7-711
EuFe03 552 662 5-371 50611 7·686
GdFe0 3 551 657 5'346 5·616 7·668
TbFe03 550 647 5-326 5·602 7-635
DyFe03 548 645 5'302 5·598 7-623
YFe03 549 640 5·283 5·592 7·603
HoFe03 548 639 5'278 5'591 7-602
ErFe03 546 636 5'263 5'582 7·591
TmFe0 3 545 632 5'251 5'576 7·584
YbFe0 3 546'5 627 5·233 5'557 7·570
LuFe03 545·5 623 5'213 5·547 7·565

* Extrapolated to 0 K with an estimated error of ±2 kG.

kG (LaFe03) to 545·5 kG (LuFe03), a result of the steadily changing ionic
radius of the rare earth which is also reflected in the crystal lattice para-
meters [120]. The enforced change in the iron-oxygen distance presumably
affects the degree of covalency and thence the magnetic field. The Neel
temperature also decreases from 740 K (LaFe03) to 623 K (LuFe03)' but
the chemical isomer shift proves insensitive to the nature of R. Detailed
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analysis of the sublattice magnetisation was given using several possible
theories of interpretation. Relation of the sublattice magnetisation to the
observed weak ferromagnetism enables the spin canting angle to be derived,
and in all cases it is independent of temperature. Lattice-sum calculations of
the electric field gradient in GdFe03 and YFe03 agree with the observed
quadrupole splitting.

YFe03 shows considerable collapse of the hyperfine spectrum in the tem-
perature range of 6° below the Neel point [123], the data being characteristic
of electronic spin relaxation.

The oxide CeFe03 has been prepared and shown to be analogous to the
other rare-earth orthoferrites [124]. The Curie temperature is 719 K, and the
quadrupole perturbation on the hyperfine spectrum (e) changes sign at 230 K
as the result of electronic spin reorientation with respect to the crystal axes
and hence the electric field gradient tensor. The spins are perpendicular to
the 'c' axis above 230 K, but parallel to it below that temperature.

Measurements of the relative line intensities in oriented SmFe03 seem to
suggest that the spin reorientation at ,....,160°C occurs by a rotational process
rather than by a discontinuous jump [125]. However, it was not possible to
decide whether the rotation occurs coherently. Similar work on ErFe03
using a polarised iron metal source gave unequivocal evidence for a con-
tinuous and coherent spin rotation in this compound [126].

A reversal in the sign of the small quadrupole splitting in HoFe03 between
77 K and 290 K as a result of a change in the magnetic axis has been claimed
[127], but the three differently ordered structures of TbFe03 (Neel tempera-
tures of 3·1 K, 8·4 K, and 681 K) are virtually indistinguishable in the Moss-
bauer spectrum [128]. The chemical isomer shift in HoFe03 has been mea-
sured from 99 to 875 K and shows no discontinuity at the Neel temperature
[129]. However, the temperature dependence is different in the magnetic and
paramagnetic phases, presumably as a result of the effects of magnetic
ordering on the s-electron density at the nucleus.

The derived system FexMn1 - xY03 has a hexagonal structure for
0<: x <: 0·15 and a very deformed perovskite structure for 0·2 <: x <: I,
and the effect of composition on the Mossbauer parameters has been fol-
lowed [130, 131].

Iron Garnets, R3Fes0 12
Considerable interest has been shown in the rare-earth iron garnets,
R3Fes0 1 2' because of their interesting ferrimagnetic properties. The unit cell
is large and contains 16 octahedral (a) site and 24 tetrahedral (d) site Fe3+
cations. These sites can be differentiated in the magnetically ordered com-
pounds Y3Fes012 and DY3Fes012 at room temperature by the lower mag-
netic field and chemical isomer shift at the tetrahedral site. Although they
have only axial symmetry, there are three possible orientations of the tetra-
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hedral site and four for the octahedral site in the crystal, which effectively
averages out the small quadrupole interaction in polycrystalline samples [132].
The fact that y3+ is diamagnetic and Dy3+ is paramagnetic has little effect.

A single crystal of Y3FeS012 cut normal to the [110] direction and mag-
netised in the [100] direction has all the trigonal axes of the octahedral sites
oriented at 55° to the magnetic field, while the tetrahedral sites are aligned
parallel or perpendicular to the field. Magnetisation in the [111] direction
gives two effective octahedral but only one tetrahedral orientation although
one of the octahedral orientations contributes only weakly to the spectrum.
In this way the small quadrupole effects can be resolved in the magnetic
spectra [133].

Detailed measurements of the temperature dependence of the hyperfine
field in single-crystal DY3FeS012 have been made in a study of the sublattice
magnetisation [134]. Similar results have also been obtained for Y 3 Fe s0 12
and Sm3Fes012' In the former the magnetisation lies along the [III] direc-
tion so that two of the octahedral site orientations become non-equivalent.
In the latter, it is along the [110] direction so that two of the tetrahedral
orientations become non-equivalent. The resultant line splittings enable this
difference in ordering to be verified [135].

High-temperature measurements of the paramagnetic quadrupole splittings
have been made in Y, Sm, Gd, Dy, Yb, and Lu garnets, but comparison with
estimates from point-charge lattice-sum calculations gives only poor agree-
ment [136].

In the system EU3GaxFes_x012 (0 < x < 3,03) about 80% of the Ga
substitutes in tetrahedral sites as shown by the change in line intensities. At
x .....,1·4 the net magnetisation of the iron sublattices vanishes due to com-
pensation of the spins [137].

In Y3AlxFes _ x012 small amounts of aluminium (which enters tetrahedral
sites) show no appreciable effect on the magnetic order, but for x > 0·8
there is a drastic collapse of the hyperfine splitting as a result of a decrease
in the number of (a)-(d) antiferromagnetic interactions, caused by dilution
of the iron with a diamagnetic cation [138]. Similar effects are seen in
Y3_ xCaxFes _ xSnx012 (0 < x < 2), where Sn4+ replaces iron in octahedral
sites. Collapse of the hyperfine structure occurs above x = 1·0 because of
the randomisation of magnetic and non-magnetic cations [139-141].

In the phase Y3GaxFeS _ x012, which has been studied above the ordering
temperatures, the gallium substitutes initially with a preference for the
tetrahedral sites and this decreases as the value of x increases [142].

Non-equivalent octahedral site Fe3+ ions are observed in the garnets
Y3-2xCa2-xFes-xVx012 because of variations in the distribution of Fe3+
and V5+ ions on the tetrahedral sites surrounding the Fe3+ on octahedral
sites [143, 144]. Other multi-cation garnets which have been studied include
V3_xCaxFes_xSix012 [145] and Y3Fe4.7GaO'lSIno.lS012 [146].
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The garnets Ca3Fe2Si3012, Ca3Fe2Ge3012, and Gd3Fe2Ge3012 are
paramagnetic at room temperature; they contain FeH ions on octahedral
sites and show small quadrupole splittings [147].

LiFe02
There are three forms of LiFe02: the a-form has a sodium chloride lattice
with complete cation disorder; the tetragonal y (QI)-form is ordered; and
the fJ (QII)-form is also tetragonal but with alternating layers ofLi+ and Fe3+.
The y-form is antiferromagnetic below 315 K, but motional narrowing is
seen below the Neel temperature [148]. The disordered a-form seems to show
short-range ordering effects, and the small quadrupole splitting at room
temperature emphasises that the local asymmetry can still be non-cubic
although the overall crystal symmetry is cubic. The fJ-form becomes anti-
ferromagnetically ordered below 42 K [149]. The internal magnetic fields in
the three forms are: a-LiFe02 495 kG at 4 K, fJ-LiFe02 480 kG at 6·5 K,
y-LiFe02 515 kG at 77 K.

CuFe02
CuFe02 has a rhombohedral structure with iron in octahedral coordination.
The Mossbauer spectrum confirms the oxidation states as Cu+Fe3+02 [150].
The paramagnetic state shows a small quadrupole splitting which has been
compared with lattice-sum calculations. Below 19 K the compound becomes
antiferromagnetically ordered. The spins align along the crystallographic 'c'
axis (from single-crystal Mossbauer data), and the field at 4·4 K is 520 kG.
It is therefore suggested that the magnetic structure consists of ferromagnetic
layers normal to the 'c' axis with the spin direction alternating from layer to
layer.

Ca2Fe20S
The oxide Ca2Fe20s contains one octahedral and one tetrahedral iron site.
It is antiferromagnetic and, despite an earlier report of different ordering
temperatures for the two sites (i.e. a four-sublattice ordering) [151], it is now
known that all sites order together at 730 K [152]. The internal magnetic
fields have been measured from 80 K up to this temperature [153]. Substitu-
tion ofthe type Ca2Fe2 _xMxOs has been studied for M = Al3+ (0 < x < 1'4),
[151,154,155], GaH (0 < x < 1,5) [152,156,157], and ScH (0 < X < 0,5)
[152, 156, 157]. In the former case there is a change in the crystal structure
near x = 0·6. As a result the magnetic structure of Ca2FeAIOs differs from
that of Ca2Fe20 S by a change in the spin axis from being parallel to the
crystallographic 'c' axis to beingparallel to the 'a' axis [152]. Scandiumsubsti-
tution takes place almost entirely at the octahedral sites, whereas gallium
shows some preference for tetrahedral sites.

Ca2Fe20S itself gives well-resolved internal magnetic splittings from both
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sites, and it is possible to study site occupancy in substituted derivatives from
the relative intensities of the lines (see Fig. 10.18). In the scandium derivative
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Fig. 10.18 M6ssbauer spectra at room temperature of (a) Ca,Fe,Os and
(b) Ca2Sco.sFel'SOS; and at 5 K of (c) Ca2 FeGaOs. Note how scandium replaces
iron in octahedral sites, whereas gallium substitutes in tetrahedral sites. [Ref. 156,
Fig. 1]

the outer (octahedral site) lines are weaker than are the neighbouring tetra-
hedral site lines, and conversely for the gallium derivative. The retention of a
low spontaneous magnetisation indicates that the octahedral and tetrahedral
sublattices must each be antiferromagnetic [156], but the unique Neel tem-
peratures also show a strong inter-sublattice exchange interaction [157].
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Ca2FeAIOs also shows preferential substitution of the tetrahedral Fe3+
cations [154]. Lattice summation calculations for the electric field gradients
observed in the paramagnetic state have been made for Ca2Fe20S,
Ca2Fel.sAlo.sOs, and Ca2FeAIOs [158, 159]. The spin directions in Ca2Fe20s
and Ca2FeAIOs were confirmed by measurements at 5 K using a polarised
iron metal source [155]. The internal fields at the octahedral [ ] and tetra-
hedral ( ) sites in the latter are 502 and 454 kG respectively, and the relative
site population is Ca2[Feo'6sAlo'32] (Feo.32Alo.6s)Os.

Detailed analysis of the electric field gradient tensors has shown that both
sites in both oxides have the principal value Vzz directed along the crystal 'b'
axis, correcting several earlier studies on these materials [160].

CaFe204 and Related Compounds
The antiferromagnetic compound CaFe204 (TN ",,200 K) contains two dis-
tinct octahedral Fe3+ sites, although these are not resolved in the magnetic
Mossbauer spectrum [161]. Some motional narrowing of the hyperfine
pattern occurs immediately below the Neel temperature. The internal field
has an extrapolated value of 485 kG at 0 K and deviates slightly from the
S = t Brillouin function. Point-charge lattice-sum calculations of the electric
field gradient tensors have been made [159]. NaScTi04 is related to CaFe204
except that Sc and Ti are randomly substituted over the two iron sites. There
is a continuous solid solution in the system NaScTi04-NaFeTi04, and the
Mossbauer spectra confirm the continuing presence of the Fe3+ oxidation
state [162].

The orthorhombic structure of BaFe204 contains only one tetrahedral
Fe3+ site, and is antiferromagnetically ordered below 880 K with the spins
along the crystal 'c' axis [163].

Mossbauer parameters have been compared for a wide range of Fe3+
oxides of the types NaScl_ xFexTi04, NaScl_ xFeXSn04' CaSc2_ xFex04'
SC2 _ xFexTiOs, NaFeTi30 s, oc-NaScl _ xFex02' CSxScx_ .vFe.vTi2_ x04'
p-NaAl1_xFex02' CSxScx_.vFe.vTi4_xOs, LiFeTi04, and CsFeSi20 6 [164].
A strong e.s.r. signal with a g-value of 4·3 has been found for isolated Fe3+3ds

ions in a rhombic crystal field environment in several of the dilute systems,
and is also seen to be associated with the appearance ofa magnetic Mossbauer
spectrum due to long spin-relaxation times. Increase in Fe3+ content causes
g to revert to a value of 2·00 and the Mossbauer spectrum to a more common
paramagnetic form. Such behaviour was found in NaScO'99FeO'OlTi04,
oc-NaScO'99SFeO'OOS02' p-NaAlO'99Feo'Ol02' CSO'67ScO'66Feo'OlTi1·330 4,
and CSO'63ScO'62Feo'OlTi3·370 s. Magnetic ordering was found in NaFeTi04,
CaFe204' Fe2TiOs, and the p-NaAl1_ xFex02 and LiFeTi04 phases at low
temperature.
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CaFe4 07
CaFe407 is not well characterised but has been shown to be magnetically
ordered at 77 K with at least two distinct iron sites [165].

MFe120 l9 (M = Ba, Sr, Pb) and Related Compounds
The ferrimagnetic oxide BaFe120l9 contains four distinct cation sites. An
attempted analysis of the complicated hyperfine spectra shows that the site
with the unusual trigonal bipyramidal configuration has a saturation mag-
netic field of about 620 kG [166]. This 5-coordinated site is the only one to
feature substantial anisotropy of the recoil-free fraction as shown by single
crystal studies [167]. The direction with the lowest.f-factor corresponds to the
trigonal axis of the bipyramid, and it was proposed that there may be an
oscillation of the iron atom along this axis through the equatorial plane of
oxygen neighbours. The lead analogue PbFe120l9 shows considerable
paramagnetic character below the Curie temperature [168].

Comparison of the Mossbauer spectra of SrFe120l9 and the substituted
oxide SrFellGaOlS shows that gallium substitution in the 4fvI sites has a
detectable influence on the hyperfine field of Fe3+ in the 12k sublattice, pre-
sumably due to a change in the superexchange interactions [169]. The substi-
tuted oxide SrCoo'42Tio'42Fell'160l9 is a similar system [170].

Studies of the Ba2Zn2Fe12022 ferrites are complicated by the presence of
at least six iron sublattices, resulting in very complex magnetic spectra [171].
Another complex system is BaCol'75Fe16'25027 [172].

Fe2TiOs
Fe2TiOs, pseudo-brookite, has orthorhombic symmetry and contains Fe3+
in a distorted octahedral environment [20]. The quadrupole splitting at room
temperature is 0·75 mm S-l [108].

Fe2Te06
Fe2Te06 has the trirutile structure and is a collinear antiferromagnet. Moss-
bauer spectra indicate a Neel temperature of 218 K, the saturation magnetic
field at the Fe3+ site being 520 kG. The principal axis of the electric field
gradient is perpendicular to the spin axis [173]. An independent measurement
of the Neel temperature gives 201 K [174].

Fe2(Mo04)3
The ferric molybdate, Fe2(Mo04)3, has a structure related to the garnet type
but without cations in the 8-coordinated sites. The quadrupole splitting of
0·25 mm S-l at room temperature is only half that found in conventional
garnets, implying that the octahedral FeB site has a lower distortion in the
molybdate structure [175].

[Refs. on p. 296]
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UFe04
The oxide UFe04 orders magnetically below 54·5 K to give a typical Fe3+
pattern without quadrupole splitting [176J. There is a phase change at 42 K
which causes a discontinuity in the temperature dependence of the hyperfine
field and the appearance of a small quadrupole splitting. The magnetic
ordering is complex.

Fe3B06

The iron borate Fe3B06 is a weak ferromagnet with a Curie temperature of
508 K [177J. The Mossbauer spectra show that below 415 K the spins of both
types of iron site are perpendicular to the [lOOJ axis, but above 415 K they
are parallel to this axis. The ordering is basically antiferromagnetic but with
spin canting.

10.4 Iron(IV) Oxides
A small but interesting group of oxides contain appreciable quantities of
iron in oxidation state IV. First of these to be investigated was the phase
SrFeIV03-SrFeIlI02'SO, spectra being recorded for SrFe03, SrFe02'86,
SrFe02'60, and SrFe02"So at several temperatures [178J. Strontiumferrate(IV),
SrFe03' has the perovskite structure and gives a single-line spectrum at
298 K (Fig. 10.19). The chemical isomer shift of 0·147 mm S-1 at 4 K and
0·055 mm S-1 at 298 K (relative to iron metal) is lower than that for Fe3+
in oxide systems and falls into the general scheme for oxygen compounds of
iron Fe(VI) < Fe(IV) < Fe(III) < Fe(II) < Fe(I). Detailed analysis of this
chemical isomer shift value is not possible; the Fe(IV) is nominally in a
low-spin configuration, but the 3d-electrons are collective rather than local-
ized and no attempt has been made to estimate the effects of this on the shift.

SrFe03 is antiferromagnetic below 134 K (Fig. 10.19) and gives a field of
331 kG at 4 K. The iron site symmetry is cubic so that there is no quadrupole
splitting from the nominal 3d4 configuration.

SrFe02"86 is still a single-phase perovskite but is deficient in oxygen, there-
by causing the formation of some Fe3+ and inducing a consequent tetragonal
distortion of the lattice. Consistent with this the Mossbauer spectra show the
appearance of extra lines appropriate to the Fe3+ cations. The strontium
ferrate(III), SrFe02·so, contains both tetrahedral and octahedral Fe3+ ions;
it is isostructural with brownmillerite, and gives magnetic spectra similar to
those of the iron garnets (see p. 274). A sample of composition SrFe02'60
proved to be a mixture of SrFe02 ·s0 and an iron(IV)-rich phase. The Moss-
bauer spectra show signs of short-range ordering in the otherwise complex
spectra. Application of pressure to SrFe02'86 causes reversible reduction of
Fe4+ to Fe3+ [179J.

The barium ferrate(IV) phase is only partly related to the strontium com-
pound as it has a hexagonal structure instead of the cubic perovskite structure
[Refs. on p. 296]
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of the latter [180]. The chemical isomer shift of BaFe02'95 is -0'13 mm S-l

at 90 K and -0,07 mm S-l at 298 K. This is contrary to the expected thermal
red shift, but the structure of the compound is not well established, and
magnetic ordering probably induces phase changes. The hyperfine field at
4 K is only 255 kG in this instance. By contrast, barium ferrate(III),
BaFe02'5o, is completely analogous to the strontium compound, and is

105t-..............~..

100

95

83.'15......__

79

30DK

10

Fig. 10.19 Mossbauer spectra of SrFe03 at 300 K, 78 K, and 4 K. [Ref. 178, Fig. 1]

magnetically ordered. The samples of intermediate composition are rather
complex because of the effects of increased anion vacancy concentration and
the resultant quadrupole splitting, and in some cases contain at least two
phases.

The system Sr3Fe206-7 is closely related to SrFe03 [181]. In this instance
in a sample of Sr3Fe206'2 it is possible to detect an appreciable quadrupole
splitting at the Fe3+ ion as a result of oxygen ion vacancies (Fig. 10.20). The
fact that the iron(IV) spectrum is not quadrupole split implies that vacancies
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are confined to the vicinity of the trivalent ions. There is also some suggestion
of two slightly different types of iron(III) environment. The chemical isomer
shift in Sr3Fe206'9 is 0·00 mm S-1 at 298 K. The whole phase including the
trivalent iron compound SrFe206 shows antiferromagnetic ordering. The
compound Sr2Fe03'7 from the Sr2Fe03'S-4'O phase is basically similar with
an iron(IV) chemical isomer shift of -0,03 mm S-1 at 298 K and a magnetic

. 298 K
100

961- 'r:;t 0-42

(a)

g;t (IV) -0-351

I I I I I ! I
-4 -3 -2 -1 0 1 2 3 4

::;
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9S[ (IV) -0-45 I
(Ill) I I !

r"
I I 485kG

961-

(b)

94 l-

1+0-31

92 "
I I I

-15 -10 -5 0 5 10 15
Velocity /[mm s")

Fig. 10.20 Spectra of Sr3Fe206'2 at (a) 298 K and (b) 4 K. Note the small quadru-
pole splitting at the ferricion produced by a neighbouring anion vacancy. [Ref. 181,
Fig. 4]

field of 276 kG at 4 K. In Sr3Fe206'9 the field is 279 kG at 4 K. All of these
compounds appear to show strong covalency effects.

In the phase La1 _ xSrxFe03 (0';;;;; x,;;;;; 1) substitution for trivalent La by
divalent Sr produces iron(IV) and considerable effects on the magnetic
ordering [182]. In contrast with the previous systems, charge compensation
is achieved without introduction of anion vacancies. Increase in x up to 0·3
causes considerable broadening of the antiferromagnetic spectrum and
lowers the Neel temperature. In the range where the crystal symmetry is
rhombohedral (x ",,0'5) it appears that Fe(lII) and Fe(IV) do not have a
separate distinct existence, and the single resonance line observed has an
[Refs. on p. 296]
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intermediate chemical isomer shift value. Cubic phase samples can be pre-
pared up to x = 0·6. A close examination [183] of the temperature depend-
ence of the spectra for x = 0·5 and x = 0·6 shows that at low temperatures
these compositions show magnetic hyperfine patterns from both iron(III)
and iron(IV) oxidation states. In the cubic phase sample (x = 0·6), the
magnetic ordering process coincides with a marked reduction in the rate of
electronic exchange; conversely, on warming through the Neel temperature
the Mossbauer spectrum indicates there is a loss of separate identity of the
two oxidation states and simultaneously there is a large increase in the
electrical conductivity of the compound. The rhombohedral phase sample
(x = O·S) shows evidence for both oxidation states above the Neel tempera-
ture, but the fast electronic relaxation begins at about 270 K with consequent
narrowing of the spectrum.

Preliminary results on the SrFel_ xCrx03 _ y phase suggest that composi-
tions with x = 0·20 and 0·30 are cubic perovskites with Fe3+ and Fe4 +
cations magnetically ordered [184]. The spectrum lines are very broad in the
magnetic region. When x = O·5 only Fe3+ ions are present.

10.5 Iron Chalcogenides

There are comparatively few data available for iron sulphides and other
chalcogenides, though interesting comparisons can be made in those cases
where there are equivalent oxide systems. The same broad trends in the
Mossbauer systematics are observed. Thus for chemical isomer shifts

(J(Fe3+)tet < (J(Fe3+)oct < (J(Fe2+)tet < (J(Fe2+)oct;

for quadrupole interactions at non-cubic sites

~(Fe3+) ~ ~(Fe2+);

and for magnetic hyperfine fields

H(Fe2+) < H(Fe3+).

Further, when direct comparison between oxides and chalcogenides can be
made the chemical isomer shifts and magnetic hyperfine fields observed for
the chalcogenides are less than those in the corresponding oxide phases
because of covalency effects.

Iron(ll) Sulphide, FeS
Stoichiometric FeS has the NiAs structure. It is antiferromagnetic at room
temperature [185-188], with a magnetic field of 309 kG. The quadrupole
interaction e2qQ is probably about -0·85 mm S-1 with the spin and eq
axes angled at 48° to each other [187]. It was believed to undergo a change
in the direction of the magnetic axis from along the 'c' axis at low temperature

[Refs. on p. 296]
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to perpendicular to this axis at high temperatures, analogous to the Morin
transition in IX-Fe20 3. This has been confirmed in samples of composition
FeO'9SS and FeO'93SS by observation of a change in the sign of the second-
order quadrupole interaction parameter e as the temperature is raised.
Troilite, FeS, has also been detected in lunar samples as mentioned on p. 295.

The composition Fe7SS (i.e. FeO'S7SS) is derived from FeS by subtraction
of one iron atom per 8 (FeS) units. The cation vacancies are ordered to give
a pseudo-hexagonal unit cell with a slight monoclinic distortion and there
are three distinct iron environments. The room-temperature Mossbauer
spectrum shows three well-resolved hyperfine fields of 298, 252, and 221 kG,
all with a chemical isomer shift of o(Fe) --'{)·65 mm S-1 indicating pre-
dominantly Fe2+ iron [189]. There is no evidence at all for the separ-
ate existence of trivalent iron, as implied by the ionic formulation
(Fe3+)iFe2+)s(S2-)s. This suggests a time-averaging of the oxidation states
over times of the order of the excited-state lifetime (""10-7 s) and this factor,
together with the increased covalency of the sulphide phase when compared
to the oxide, results in the low value for the chemical isomer shift. The
298-kG field is similar to the value for FeS and aligns antiparallel to an
external field. It is therefore taken to originate from the A 1 and A2 sites
which will be least affected by the vacancies. The other two fields come from
the Band C sites in the crystal and align parallel to an external field. The
sharpness of the three patterns is good evidence for a high degree of ordering.

Tetragonal FeS contains tetrahedrally coordinated Fe2+ and no evidence
was found, using Mossbauer and neutron diffraction data on synthetic
samples, for magnetic order even at 1·7 K [190]. The chemical isomer shift of
o(Fe) = 0,35 mm S-1 at room temperature is lower than for the octahedrally
coordinated form, and indicates a large increase in covalent character,
possibly accounting for the lack of magnetic interaction. However, in-
dependent data have indicated magnetic ordering at room temperature [188].

FeS2 and Related Phases
FeS 2 occurs in two forms, pyrite and marcasite, and both give a simple
quadrupole split spectrum from the octahedrally coordinated Fe(II) (pyrite:
o(Fe) = 0·314 mm S-1, Ll = 0·614 mm S-1 at 300 K; marcasite o(Fe) = 0·277
mm s-t, Ll = 0·506 mm S-1) [188,191]. Basically similar results are obtained
for the marcasites FeSe2 (0 = 0·395 mm S-1, Ll = 0·584 mm S-1), FeTe2
(0 = 0·471 mms-t, Ll = 0·502 mm S-1), and the lollingites FeAs2 (0 = 0·314
mm s-t, Ll = 1·68 mm S-1) and FeSb2 (0 = 0·455 mm s-t, Ll = 1·281
mm S-1) [191, 192]. There is some correlation between chemical isomer shift
and unit-cell volume, but although the electronic configurations are low-spin,
there is little evidence to decide whether they are formally iron(II) or iron(IV)
compounds. Such difficulty in interpretation is often found in highly covalent
systems.
[Refs. on p. 296]
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Both the chemical isomer shift and the quadrupole splitting in FeSz show
appreciable pressure dependence [193].

The Co1 _ xFexSz phase is ferromagnetic and contains low-spin cobalt(II)
[194]. The s7Fe resonance shows no magnetic hyperfine splitting below the
Curie temperature for x = 0'01, 0'25, 0'50, and 0'75. One can therefore con-
clude that the iron atoms do not participate in the magnetic order, which is
consistent with a proposed model of localised 3d-electrons on the cobalt ions.

Spinel Sulphides
Several iron sulphides adopt the spinel structure. Little information is avail-
able for Fe3S4 which has a distorted spinel structure and is ferromagnetic.
The room-temperature spectrum shows a broadened magnetic hyperfine
pattern with a superimposed doublet which may indicate spin relaxation [188,
195]. FeIn2S4 is an inverse spinel with Fe2 + iron on octahedral B sites [196,
197]. The room-temperature shift of r5(Fe) = 0·80 mm S-1 and a quadrupole
splitting of d = 3·23 mm S-1 are typical of the cation. The temperature
dependence of the quadrupole splitting between 80 and 640 K assuming a
trigonal site distortion gives a singlet-doublet splitting of the 129 level of the
order of 1700 K (1180 cm- 1) with d(O K) = 3·30 mm S-1 [196]. FeSbzS4
and FeNb2S4 have been briefly studied [198].

FeCr2S4 is a normal spinel with Fe2+ in tetrahedral coordination and a
chemical isomer shift of only 0'50 mm S-1 because of increased covalency to
iron [198]. Magnetic ordering occurs at 180 K. Above this temperature the
resonance shows no quadrupole splitting because of the cubic site symmetry.
Magnetic ordering appears to effectively lower the site symmetry as in
RbFeF3(see p. 119), and a quadrupole splitting appears although the crystallo-
graphic symmetry is still basically cubic. Detailed attempts to explain the
experimental data have been made [199-201], but the observed effects are
apparently more complicated than a simple theory would lead one to predict.
The magnetic field is 203 kG at 61 K.

The phase Fe1 _ xCuxCr2S4 has been found to contain both Fe2+ and Fe3+
iron for 0 < x < 0'5, but only Fe3+ iron for 0·5 <:; x <:; 1 [202]. In the
former case there is a fast electron exchange at higher temperatures which
gives an averaged spectrum. Feo'sCuO'SCr2S4 is magnetically ordered below
Tc = 360 K [203]. The Fe3+ and Cu+ cations on the A site are ordered so
that local cubic symmetry is retained.

Other Sulphides
Chalcopyrite, CuFeS2, is antiferromagnetic below 550°C and gives a magnetic
spectrum appropriate to Fe3+ iron [204-208]. The field of ",370 kG at 77 K
is smaller than usually found for tetrahedral Fe3+ because of covalency
factors. Data are also available for the sulphides CuIsFelIlS4 [206], and
CuI2Fe"SnIVS4 [198, 205, 206], and the Mossbauer parameters have been

[Refs. on p. 296]
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used to establish the oxidation states shown. In the case of CU2FeSnS4, the
presence of Sn(IV) was also established by Mossbauer spectroscopy. The
temperature dependence of the 5

7Fe quadrupole splitting gives a singlet-
doublet crystal field splitting of 1700 K (1180 cm- 1) and a value of ~(O K)
of 2·92 mm S-1 [198].

CuFe2S3, cubanite, is nominally a mixed Fe2+ /Fe3+ sulphide, but its
orthorhombic phase shows fast electronic exchange and a single hyperfine
pattern which is an average [205]. Data on the disordered cubic form are
conflicting. One source quotes an essentially paramagnetic spectrum at room
temperature with some magnetic broadening at lower temperatures [205],
while the other gives a magnetic six-line spectrum with evidence for anti-
ferromagnetic ordering [209].

A study of the tetrahedrally coordinated iron(III) compounds NaFeS2,
KFeS2, RbFeS2, and CsFeS2 has shown that the quadrupole splitting is
dependent on the cationic radius of the second metal [210]. The previously
reported magnetic transition in KFeS2 [211] is not confirmed by susceptibility
measurements, and spin relaxation is suggested as an alternative explanation.

10.6 Silicate Minerals
Silicate minerals frequently contain iron. The presence of chains, layers, or
networks of silicon bonding to oxygen is one of the most significant structural
features. Electric neutrality is maintained by including the appropriate num-
ber of metal cations, usually in sites with fourfold or sixfold coordination.

The rigidity of the basic silicate structures exerts a greater controlled in-
fluence on cation site symmetries than do the individual cation charges, an
important difference from the oxides where the anions have more freedom
ofmovement. The ease with which Fe2 + and Fe3+ cations can be distinguished
and site occupancies determined in oxides by Mossbauer spectroscopy sug-
gests a logical extension to similar studies in silicates, and considerable
progress has been made in this direction.

The application of Mossbauer spectroscopy to silicate mineralogy has been
well described in two papers by Bancroft et al., in which the influences of
electronic configuration, oxidation state, and coordination symmetry of the
iron cations were correlated firstly with silicates of known structures [212],
and latterly with silicates of unknown and complex structures [213]. Most of
the data discussed here are taken from these works, but references are given
where appropriate to other data available. Silicate minerals of lunar origin
are discussed on p. 294.

Silicate minerals provide a wide range of site symmetries, some of which
are not usually found in conventional oxide systems, and frequently the
phases have wide ranges of composition enabling studies of cation substitu-
tion effects. The principal types of silicate are listed in Table 10.3.
[Refs. on p. 296]
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Olivines, (Si04
Z -)

Several measurements have been made in the forsterite-fayalite (MgzSi04-
FezSi04) and fayalite-tephroite (FezSi04-MnzSi04) series [212, 214-217].
All show a simple quadrupole doublet with a splitting in the range 2,80-3,02
mm S-1 at room temperature. The fayalite structure involves independent
Si04 tetrahedra surrounded by 6-coordinated metal cations in two distinct
sites, M 1 and Mz• These are not always distinguished in the Mossbauer
spectrum. Fayalite itself in the paramagnetic state shows two large quadru-
pole splittings (both 3·05 mm S-1 at 80 K; 1·56 and 1·40 mm S-1 at 1000 K)
[214]. It is not possible to distinguish which site is which from the Mossbauer
spectrum, and analysis of the temperature dependence of the quadrupole
splittings in terms of crystal-field parameters was not attempted. The related
compound CaFeSi04 gives a quadrupole splitting smaller than either of the
two distorted octahedral sites in FezSi04, and cannot therefore be used for
site identification in the latter.

Magnetic ordering occurs in FezSi04 below 66 K, and at 9 K there are
two magnetic patterns with fields of ]20 kG and 323 kG which have different
orientations with respect to their electric field gradient tensor [215].

The Gamet Group
Spectra for the pyrope-almandine series (Mg,Fe2+)3A]zCSi04)3 and an
andradite Ca3(A],Fe3+)zCSi04h show several interesting features. The
structures contain independent Si04 tetrahedra with the trivalent cations in
6-coordination and the divalent cations in 8-coordination. The almandine
series shows one of the largest quadrupole splittings recorded for Fe2+ ions
at room temperature (3'55 mm S-1). The chemical isomer shift (o(Fe) = 1·29
mm S-1 at room temperature) is higher than the value of ",1,15 mm S-1

normally recorded for Fe2+ on octahedral sites in silicates.

Orthopyroxenes, (Si03 Z -)n

Several measurements have been made on orthopyroxenes [212, 216-218],
which are a group of silicates containing single-stranded chains of Si04
groups of overall composition (SiO/-)n' In an orthopyroxene containing
23,] % of Fez + only a single quadrupole doublet is seen (~ = 2'11 mm S-1)

with a chemical isomer shift o(Fe) = 1,]4 mm S-1, a value which is typical of
6-coordination in silicates. However, for 85·9% Fe2+ two such doublets are
visually resolved (~= 1'91,2,46 mm S-1). In pyroxenes the infinite silicate
chains are linked by bands of cations; there are two sites of 6-coordination
designated M1 and M z and the latter are more distorted, the distortion in-
creasing as the Fe2+ content increases. The spectrum of the orthopyroxene
containing 85·9% Fe2+ is shown in Fig. 1O.2]a. Comparison ofline intensities
with the known cation populations shows that the smaller quadrupole
[Refs. on p. 296]
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splitting is associated with the M2 site. Presumably there is a larger lattice
term in the electric field gradient which partly cancels the contribution from
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Fig. 10.21 Spectra of iron silicates. (a) 85'9% Fe2+ orthopyroxene, (b) hedenber-
gite, (c) 23'0% Fe2+ anthophyllite, (d) 31·6% Fe2+ anthophyllite, (e) 47'9%
Fe2+ actinolite, (0 12·22 wt % FeO staurolite. [Ref. 212, Fig. 1]

the valence electron. Although the iron prefers the M2 site, it can be selec-
tively displaced from it by introduction of manganese [212, 218].

The orthopyroxene FeO'269Mgo'731Si03 shows no magnetic ordering
[Refs. on p. 296]
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down to 1·7 K [219]. However, the quadrupole splitting shows substantial
broadening due to an unusually slow spin relaxation rate for the Fe2+ ions
at the highly distorted M2 sites.

It is uncertain as to whether the mineral ilvaite, CaFe~+Fe3+(Si04hOH,

contains Si04 or Si20 7 groups, but the Mossbauer spectrum shows the
presence of two distinct Fe2+ sites and one Fe3+ site, all three showing
substantial quadrupole splittings [220].

Diopside-Hedenbergite
Diopside is a pyroxene-type structure with silicate chains of overall com-
position (Si032-)n' Measurements have been made on an augite [217, 221],
and on a hedenbergite (Cao'9sFeo.gsMgo'lgMno·02) (Si03)2 [213]. The iron
is expected largely to fill the octahedral M1 site of the diopside structure
which, being more distorted than the orthopyroxenes, results in a smaller
quadrupole splitting (2,15 mm S-l). There are also signs of small quantities
of iron in the highly distorted 8-coordinated M2 position (see Fig. 1O.21b).

Amphiboles, [(Sig 0 22)(OHh14-Jn

Amphiboles (of which cummingtonite and grunerite are examples) have
infinite double chains of (Si40 1l

6-)n stoichiometry and they normally also
contain hydroxyl groups. They can be considered loosely as being structurally
related to the pyroxenes by the sharing of oxygen atoms between pairs of
adjacent single chains. There are four distinct cation sites: the coordination
for the M 1 , M2, and M3 sites is close to regular octahedral, but the M4 site
is more distorted. The cummingtonite-grunerite series is based on the mono-
clinic unit (Mg,Fe)7Sig022(OHh The Mossbauer spectra all show two
quadrupole doublets with splittings in the region of 1·6 and 2'8 mm S-l [212,
222], the latter being assigned to the M 1 , M2, and M3 sites. The line intensities
then correlate with other estimates of the cation distribution. Again the more
distorted site shows the smaller quadrupole splitting because of the opposing
influence of the lattice term on the field gradient of the d 6-electron con-
figuration. The Fe2+ ions preferentially enter the M4 sites but tend to be
displaced by Mn2+ ions. The Fe2+ population on the M4 site in the amphibole
ofcomposition (FeO.3sMgO.6S) 7Sig022(OH)22 has been accurately determined
as 1·65 [223].

The anthophyllites, orthorhombic (Mg,FehSig0 22(OH)2, are similar to the
cummingtonite-grunerite series, although there are small but distinct differ-
ences in the Mossbauer parameters [212,224]. The crystal structure is basically
identical, and once again Fe2+ cations favour the M4 site. Spectra for antho-
phyllites with 23·0% and 31'6% Fe2+ are given in Figs. 10.21c and 10.21d.

The actinolite minerals, Ca2(Mg,FehSig022(OH)2, also show two distinct
iron quadrupole doublets [212, 217]. Actinolite is structurally similar to
cummingtonite, but with iron on the near-octahedral M1 and M3 sites and
[Refs. on p. 296]
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on the distorted octahedral M2 site. Known site populations allow the inner
doublet to be assigned to the latter (Fig. 1O.21e).

Aluminosilicates
The epidote group [Ca2(Al,Fe,Mn)AIOH.AI0.Siz07.Si04] have a structure
consisting of chains of AI06 and AIOiOH)z octahedra sharing edges and
linked by Si04 and Siz0 7 groups. The Fe3+ ions appear to occupy an irregu-
lar (AI,Fe)06 polyhedron, and the Mossbauer spectrum [212, 217] shows an
unusually large quadrupole splitting from the Fe3 + ions (2'02 mm S-1).

The staurolites (Mg,Fe2+MAl,Fe3+h06(Si04MO,OH)2 consist of in-
dependent Si04 tetrahedra, and chains of AI06 octahedra and Fe04 tetra-
hedra sharing edges. The spectrum of tetrahedral Fez+ has a chemical isomer
shift of only b(Fe) = 0·94 mm S-1 which is less than that for octahedral Fe2+
in silicates, and confirms the tetrahedral coordination. There is also some
suggestion of a previously unsuspected small quantity of iron in the octa-
hedrally coordinated sites (Fig. 1O.21f).

Gillespite (SisOzoS-)n
Gillespite, BaFeSi40 1o, is unusual in that it contains Fe2+ in a square-planar
environment. The structure is based on (SisOzoS-)n sheets. The Fe-O bond
distance is 197 pm (1 picometre = lO- z A), the next-nearest oxygen atoms
being at 398 pm. The chemical isomer shift of b(Fe) = 0·75 mm S-1 is the
lowest value recorded for Fe2+ in any silicate [212, 225, 226]. The quadrupole
splitting (0,51 mm S-1) is also unusually small. Full ligand field analysis
shows that the lattice term is opposite in sign to the valence-electron contri-
bution and is also larger in magnitude. The small observed splitting is thus
a result of partial cancellation. The temperature dependence of the spectrum
has been followed from 80 to 650 K, and lattice-dynamical studies made
[225]. The asymmetric line broadening found is attributed to partial quench-
ing of the orbit-lattice interaction and the consequent increase in the spin-
lattice relaxation time [226].

Silicates with Complex Structures
From the data presented in the preceding sections on silicates of known
structure the following generalisations can be made:

(i) the Fe2+ and Fe3+ oxidation states are easily distinguished;
(ii) the chemical isomer shift for Fe2+ ions in silicates depends both on

coordination number and symmetry:
b(square-planar) < b(tetrahedral) < b(octahedral) < b(8-coordinate);

(iii) the quadrupole splitting of 6-coordinate Fe2+ ions is very sensitive to
site symmetry. This last point is illustrated in Fig. 10.22. The quadrupole
splitting also varies slightly in a regular manner with composition in any

[Refs. on p. 296]



292 I IRON OXIDES AND SULPHIDES

given series. It is not uncommon to find that a more distorted site
symmetry gives a smaller splitting, presumably because distortions from
cubic symmetry are large enough for the lattice terms to become im-
portant. The rigidity of the silicate structures probably allows greater
distortions of the iron cation sites than is normally found in oxides.
Some correlation can be drawn between the quadrupole splitting at a
given site in related silicates and the cation occupancy of neighbouring
sites.

Anthophyllite M1.M3

Cummingtonite M1.M3
Actinolite Mh M3
Orthopyroxene M1

3·1
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Cummingtonite M4
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I---i Olivine Mj, Mz

I----l Cummingtonite Mz
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Hedenbergite M1
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~
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~
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~

1
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~
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19 2·3 2·7
Quadrupole splitting I (rnm S-1)

Fig. 10.22 The dependence of six-coordinate Fe2+ quadrupole splitting on the
degree of distortion from octahedral symmetry. [Ref. 212, Fig. 6]

These correlations have enabled diagnostic analysis of several less well-
known complex silicates [213]. Zussmanite, howieite, deerite, sapphirine, and
crocidolite have been shown to contain only Fe2+ and Fe3+ iron cations.
The first two named contain at least one distinct type, of 6-coordinated Fe2+
and the sapphirines at least two, whilst deerite contains 6-coordinated and
4-coordinated Fe2+ ions. Howieite and deerite also contain smaller propor-
tions of 6-coordinated Fe3+ ions, and the sapphirines contain two types of
4-coordinated Fe3+ ions.

The spectrum of a crocidolite (Fig. 10.23) having the composition
(Nal' 8SCaO'14KO'O l)(Mgo'30Fe~'~6Mno'04)(Fei .t3Alo· o3)Si 7 · 940 22(OH)2' 34

can be analysed in terms of two Fe2+ quadrupole doublets (AA', CC') and
one from Fe3+(BB'). The fraction of Fe3+ from the spectrum area is 0·41
which agrees with the chemical analysis. Crocidolite is an amphibole, and the
spectrum assignment of AA' to M1 sites, CC' to M3 + (M2) sites, and BB'
to Fe3+ in M2 sites is consistent with data from earlier studies on crocidolite
and amosite, which also examined effects of oxidation and reduction [227,
228].
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Fig. 10.23 M6ssbauer spectrum of a crocidolite minera1. [Ref. 213, Fig. 3]

The silicate neptunite LiNa2K(Fe,Mn,Mg)zTi202(Sis022) has been
shown to contain at least 95% of the iron in the Fe2+ state, confirming that
the titanium is present as Ti4+ [229].

Clay Minerals
Preliminary data for 14 clay minerals with sheet and chain silicate structures
suggest that oxidation states and site symmetries can also be investigated in
these complex materials [230]. Similar measurements have been made on
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micas such as biotite [231-234], zinnwaldite KLiFeAI(AISi 30 1o)(OH,Fh
[232], and muscovite [235]. Chemical studies include ferric cation adsorption
on the three-layer type iron-bearing clay minerals, illite and montmorillonite
[236], and the effects of chemical treatment to remove potassium ions from
dioctahedral and trioctahedral micas [237].

10.7 Lunar Samples
It is hardly necessary to comment on the epic flight of three American astro-
nauts in 'Apollo 11' which resulted in their return to earth on the 24th July,
1969, with the first 22 kilograms of lunar material. These samples were
distributed to scientists in nine countries for one of the most intensive
investigations ever prepared, and all the preliminary results were published
simultaneously in a special issue of Science in January 1970.

The likelihood of finding iron in the surface rocks had prompted the
adoption of Mossbauer spectroscopy as a non-destructive method of analysis.
Such measurements, usually in conjunction with microscopic mineralogical
studies, were made on different samples by three laboratories in the U.S.A.
and two in England. These are described below individually because of the
variations in constitution of the samples. The reference numbers quoted were
assigned by the NASA Lunar Receiving Laboratory at Houston, Texas.

(A) A typical sample 10087,4 of lunar fines (i.e. fine particle material or dust)
gave the spectrum shown in Fig. 10.24 [238]. The inner quadrupole doublet

0-70

0'60

050

,- 0040
52
~ 0·30
.0

§O'20
.5

0·10

ooot~:sw: .. i -~:"~7":'
-0-10 " l d ! J I , , I 1 I , I I

-10·00 -B'OO -6,00 -4·00 -2,00 0·00 200 4·00 600 8·00 1000
Velocity I (mm s-')

Fig. 10.24 Mossbauer transmission spectra from a sample of lunar fines (10087,4).
Note the three weak lines from iron metal. [Ref. 238, Fig. 1]

is from the high-spin Fe2+ cations in ilmenite which mineralogical studies had
shown to be a major component of the lunar material. The outer broadened
doublet is from high-spin Fe2+ in silicate phases (including iron-bearing
[Refs. on p. 296J
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glasses and monoclinic pyroxenes). The three weak resonances well separated
from the main group are three of the lines of metallic iron (about 5 wt % of
the total iron content of the sample). In some samples additional weak lines
from troilite (FeS) were found. The lines from the silicates are broad because
of several sites and mineral components.

A number of the documented rock samples were examined by Mossbauer
scattering methods. Specimens 10020,20 and 10003,22 both contained ilmenite
and silicates, although the dominance of pyroxene in the latter sample
resulted in narrower resonance lines. Breccia 10065 proved essentially similar
to the fines, as indeed expected if they originate as shock lithified fines.

An important point is the failure to identify any high-spin Fe3+ cations
to within a few per cent.

(B) Data on the bulk dust sample 10084,85 showed it to contain high-spin
Fe2+ in ilmenite, iron-bearing glass, and pyroxene (Ml and M2 sites), as
well as small quantities ofiron metal [239]. Fractionation ofthe dust according
to density established that the metal was associated primarily with the glass.
The rock samples 10017,17, 10058,24, 10057,59, and 10046,17 were all
basically mixtures of ilmenite and pyroxene, although the spectra did show
clear differences in chemical composition. Metallic iron was only found in
10046,17, with troilite being seen in the other three. The distribution of these
magnetic materials in the rocks was ascertained by microscopic examination.

The Neel temperature of the ilmenite was measured in rocks 10017 and
10058 and the heavy fraction of bulk sample 10084 for comparison with that
of a reference terrestrial ilmente. In all cases TN was 57 ± 2 K, indicating no
significant departure from stoichiometry.

A magnetically separated sample is illustrated in Fig. 10.25 showing the
Fe and FeS components. Exposure to air for two months produced no
detectable oxidation, and this investigation also failed to find any trace of
FeJ+ iron.

(C) Specimens of clinopyroxenes separated from 10003 and 10044 showed
clearly resolved Fe2+ quadrupole doublets from the Ml and M2 sites [240].
The 10044 sample appeared to be exclusively augite, while 10003 also con-
tained some pigeonite. Relative site occupancies were estimated in several
samples, and again no evidence for high-spin FeJ+ was found.

(D) Spectra of sample 10084,14 were basically similar to those mentioned
under (A) and (B) [241]. Ilmenite and pyroxene (mainly augite) provided the
main components, but with smaller contributions from olivine (unresolved
from the pyroxene), iron metal, troilite, and magnetite. A rock sample
10045,24 gave the same basic details. Oftwo pyroxene separates from 10044,43
one proved to have ordered Fe2 + cations, while the other was disordered.

[Refs. on p. 296]



296 I IRON OXIDES AND SULPHIDES

This was clearly shown by a change in the MI/M2 ratio obtained from the
line intensities.

(E) Spectra of a sample of fines 10084,13 and a magnetic separate from this
also showed the presence of ilmenite, pyroxenes, olivine, and iron metal
[242]. Concentrations of FeS and Fe304 were less than I%of the total iron.

Viewing the results as a whole they present a closely unified picture, the
main differences being the inevitable variations in the composition of samples.
The iron was present as either Fe(II) or Fe(O) and no significant concentra-
tion of Fe(III) was detected. Separation of individual components was only
partly feasible because several minerals were often embedded in a single
grain, and, for example, iron metal was seen lining cracks in ilmenite and
silicates.

Full details of these investigations have since been published [243-247].
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Fig. 10.25 Mossbauer spectrum at room temperature of a magnetically separated
material from lunar rock 10057. [Ref. 239, Fig. 3]
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11 I Alloys and Intermetallic
Compounds

One of the more active areas of Mossbauer spectroscopy has been in the
study of metallic systems. Primarily this has been a result of the interest in
magnetic ordering properties. The hyperfine field at an iron nucleus in a
metallic matrix is produced by the mechanisms already described in Chapter
3.5. The unpaired 3d-band electron spin density induces an imbalance in the
s-electron spin density at the nucleus by exchange polarisation. This is
referred to as the core-polarisation term and corresponds to the Fermi
contact term, Hs. In addition, there may also be a small s-electron spin-
density imbalance which arises directly from the conduction band of elec-
trons which usually has considerable s-character. This is referred to as
conduction-electron polarisation. Systematic study of the 57Fe hyperfine
field with change in alloy composition provides a means of determining the
relative importance of these two contributions. The chemical isomer shift can
also be related in principle to the electronic band structure of the alloy, but
little success has been achieved in this direction.

The effective range and type of the magnetic exchange interactions has an
important bearing on the spectrum. In disordered iron alloys the number of
iron atoms in the nearest-neighbour coordination sphere to the resonant
nucleus may not be constant. If the exchange interactions involve essentially
only the nearest neighbours, a number of hyperfine fields are seen corres-
ponding to the different symmetry combinations. In the event that the
exchange interactions are long-range, the magnetic field is not a function of
the immediate environment to the same extent, and only a single averaged
field is found. Magnetic dilution of the iron provides an interesting method of
studying the distance over which exchange interactions occur.

In view of the considerable volume of data available for 57Fe in metallic
systems and the rather tenuous connection of much of it to chemistry,
we propose to present in this chapter a selective synopsis. This will illustrate
the application of Mossbauer spectroscopy to metallic phases in general
from a phenomenological aspect, but a detailed treatment of metal phase-
[Refs. on p. 325]
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relationships, magnetic ordering, and lattice dynamics is not attempted.
The sections considered are:

(i) metallic iron
(ii) iron alloys

(iii) intermetallic compounds of iron

Discussion of 57CO doping of non-ferrous alloys is deferred to Chapter 12.

11.1 Metallic Iron

The spectrum of iron metal featured in many of the early papers in which
the magnetic hyperfine interactions of 57Fe were first analysed, but these are
now of historical interest only. A definitive work [1] on the temperature
dependence of the spectrum showed that the hyperfine field at 293'9 K was
Heff = 330 kG. The magnetic moment ratio fldflo was found to be
-1'715 ± 0'004, giving the excited-state magnetic moment as fl1 = -0,1549

1·0 ..- _

0'6

:(' 0·4

0"

o 0-4 0·6 1'0
riTe

Fig. 11.1 The reduced internal magnetic field Hn(T)/HA(O) plotted as a function
of the reduced temperature T/Tc . Hn(O) is the value of the field at absolute zero and
Tc is the Curie temperature. The dots represent Mossbauer data, the solid line
saturation magnetisation data, and the upper dashed line the n.m.r. measurements.
The lower dashed line is drawn with the temperature scale expanded tenfold. [Ref.
1, Fig. 8]

± O'OO13flN' The temperature dependence of Heff below the Curie point of
Tc = 773°C agrees well with saturation-magnetisation data and n.m.r. data
(Fig. 11.1). Independent measurement of the spectrum at room temperature
in terms of frequency calibration gave fldflo = -1,716 and a value for go
(= 2flo) of 45·47 ± 0·04 MHz [2]. This value refers of course to the bulk
material, and it is very encouraging to note the excellent agreement with the
value derived from n.m.r. measurements [3] of 45·46 MHz which by contrast

[Refs. on p. 325]
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refers to iron nuclei in the domain walls. If the magnetic domains are ran~

domly oriented, the expected 3 : 2: 1 : 1 : 2: 3 intensity ratios are found, but
deviations from these are often found because of the ease with which iron
metal foils can be magnetised and thence polarised, and because of saturation
effects.

The sign of the magnetic field was found to be negative by some very early
applied magnetic field measurements [4], i.e. the hyperfine field aligns anti-
parallel to the magnetisation; this contradicted prediction and indicated the
dominance of core-polarisation terms. Ab initio calculations of field values
in metals using Hartree-Fock calculations are not very successful, however,
because the resultant field is determined by the difference between opposing
terms which are greater by orders of magnitude [5]. Measurements in external
fields of up to 135 kG at 4·2 K have been used in a study of band ferro~

magnetism in iron metal [6].
Detailed interpretation of the chemical isomer shift value (which is used

in this book as the calibration zero at room temperature) is difficult. There is
no defined orbital state as in the Fe2 + and Fe3+ complexes, and the chemical
isomer shift will be affected by both a direct 4s-conduction band contribu-
tion and indirect 3d-shielding of the core 3s-electrons. The problems in-
volved have been discussed in detail [7]. The free-atom configuration 3d74s1

agrees with the band structure, but a density-of-states approach favours
3d74so'54po'5, and the Mossbauer data suggests 3d6 ·54s 1·5. The temperature
dependence of the chemical isomer shift is regular apart from discontinuities
at the Curie temperature and the IX-y phase transition (where it decreases by
about 0'05 mm S-1) [1]. These effects are shown in Fig. 11.2. The discon-

>
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1,400400200o
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E 04-

"::::
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Fig. 11.2 Temperature dependence of the chemical isomer shift in metallic 51Pe.
The shift is arbitrarily set at zero at 0 K. The Curie temperature and the temperature
ofthe O(-y phase transition are designated Te and Ty and the insert shows a magnified
view in the vicinity of Te . [Ref. 1, Fig. 9]
[Refs. on p. 325]
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tinuity at the Curie temperature has been interpreted as due to the disappear-
ance of magnetic splitting of the 3d-band, causing a shift of the absolute
position of the Fermi level and a consequent change in the number of
4s-electrons [8]. More accurate measurements show that the change takes
place within a temperature range ofless than 0·3 K, suggesting the possibility
of a first-order transition [9]. Detailed analysis of the temperature depen-
dence of the chemical isomer shift shows that in addition to the expected
second-order Doppler shift and decrease in s-density due to thermal expan-
sion, there is a third contribution related to the magnetisation, consistent
with interpretation of the Curie point discontinuity [10].

Discontinuities in both the chemical isomer shift and temperature depen-
dence of the recoil-free fraction have been found at the a-y (,...,.,1200 K) and
y-<5 (,...,.,1660 K) phase transitions [11]. The changes in recoil-free fraction of
<5f(J.y = 0·030 ± 0·008 and <5/y,J = -0·06 ± 0·01 correspond to a difference
in the Debye temperatures of the different phases of IJO (J.y = +(8 ± 3 K) and
<50 y,J = -(70 ± 15 K).

The internal magnetic field and chemical isomer shift both decrease
linearly with increasing pressure [12-14].

o(H/Ho)/o(V/Vo) = 0·34 ± 0·01
o(<5)/o(V/Vo) = 1·50 ± 0·05 mm S-l

Above 130 kbar there is a phase change to a non-magnetic hexagonal phase
which has a chemical isomer shift 0·17 mm S-l more negative than for the
body-centred cubic a-iron [13, 15]. The relative line intensities are also
affected by pressure due to a pressure-induced polarisation of the iron foil
[16].

The Neel temperature of precipitated y-iron (face-centred cubic) was
determineo to be of the order of 60 K using samples precipitated in copper
matrices by quenching [17]. Measurements have also been made of the
chemical isomer shift near the asy triple-point of iron under conditions of
high temperature and pressure [18]. The properties of thin films of iron have
been studied by evaporation of Fe onto the surface of Si02 , the process being
repeated several times with intermediate layers of Si02 to give an adequate
absorption cross-section [19]. The spectrum was that of bulk iron metal at
room temperature for a layer thickness of greater than 6 A. A 4'6-A sample
gave only a two-line spectrum at room temperature but showed magnetic
broadening in the 77-20 K region, and reverted to the full six-line spectrum
at 4 K.

Another particularly interesting type of experiment gives information
about the 57CO parent atom. At temperatures of < IK the Zeeman levels of
57CO (I = i-) atoms in iron metal are not equally occupied as their separa-
tion is ,...,.,kT. Assuming that the spin-lattice relaxation times are longer
than the total nuclear decay time, the preferential orientation of the nucleus

[Reft. on p. 325J
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is preserved through the decay, and the hyperfine spectrum becomes asym-
metric because of preferential population via the lower 57CO Zeeman levels.
This was first shown at temperatures between 0·2 K and 1·4 K [20], and more
recently at 0·128 K (see Fig. 11.3) [21]. The field at the 57CO nucleus is found
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Fig. 11.3 The observed spectrum from a "Co/iron source at 0·128 K with a stain-
less steel absorber at room temperature. All three pairs of I nt. I lines show asym-
metric intensities as a result of unequal population of the "Co levels. [Ref. 21,
Fig. 1]

to be parallel to that of the 57Fe daughter. It is interesting to note that
temperatures of <0·01 K would be needed to observe this effect in an 57Fe
atom in an iron absorber because the magnetic moment ,ug{57Fe) is 50 times
smaller than ,ug(57CO). Selective level population in stable 57Fe can therefore
be achieved only at extremely low temperatures. Similar experiments using
57CO in palladium metal at 0·15 K were able to show that the sign of the field
at the 57CO nucleus is antiparallel to that of the 57Fe daughter [22].

11.2 Iron Alloys
Aluminium
The Fe-AI alloys are a good example of magnetically ordered alloys in
[Refs. on p. 325]
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which the solute makes no appreciable magnetic contribution of its own and
in which the exchange forces are largely dominated by core polarisation.

Particular interest has centred about the order-disorder properties of
Fe3AI [23]. Its structure consists of two interpenetrating simple-cubic sub-
lattices, one containing ! of the Fe atoms and the other containing the
remaining t of the Fe atoms and all the Al atoms. The A site,containing only
Fe atoms, has an environment of 4 Fe and 4 Al nearest neighbours. The D
site has 8 Fe nearest neighbours in cubic array and, in the disordered state,
has a random distribution of the iron and aluminium atoms. Ordering can be
achieved with up to 94% of the Al atoms on the correct (alternate) D sites.
The Mossbauer spectrum of the ordered alloy (below the Curie temperature
of 713 K) consists of two overlapping six-line spectra with intensities in the
ratio of 2: 1 [24]. Heff is 294 kG for the D sites and 211 kG for the A sites at
room temperature compared with 330 kG for pure iron. The reduced internal
field HTIHo as a function of reduced temperature TITe is identical for the
two sites. Theoretical analysis of the magnetic field data is consistent with a
long-range coupling of the atomic spins by itinerant d-electrons, the exchange
interaction being dominated by core polarisation to the effective exclusion
of conduction-electron polarisation.

In the disordered Fe3Al alloy, paramagnetic and ferromagnetic peaks
coexist in the spectrum for a considerable range below the Curie temperature
(which is higher than in ordered Fe3Al) as a result of the dependence of the
spin relaxation time on the (variable) number of iron atom nearest neighbours
[25, 26]. More than 3 Al nearest neighbours are considered to result in para-
magnetic spectra. Consequently when ordering takes place between 780 and
800 K to give a uniform 4 Al nearest neighbours, the magnetic spectrum
starts to disappear. The chemical isomer shift shows an appreciable tem-
perature hysteresis in the phase transformation region [26, 27].

The internal magnetic field at a given iron atom in the disordered Fe-AI
alloys is strongly dependent on the number of aluminium nearest neighbours
[28]. In the concentration range 19-28 at. % Al as many as three distinct
internal magnetic fields are observed corresponding to 0, 3, and 4 Al nearest
neighbours [29]. The disordered alloys with 0-21 at. % Al show separate
internal magnetic fields from iron atoms with 0-4 Al nearest neighbours (see
Fig. 1104) [30]. The field is strongly dependent on the number of aluminium
neighbours, but almost independent of the aluminium concentration (the
small variation is due to second nearest neighbours etc.). This indicates that
the core-polarisation contribution at an iron nucleus is remaining constant
for a given immediate environment. Similar behaviour is shown by ordered
alloys in the concentration range 21-30 at. %AI.

The chemical isomer shift in Fe-AI alloys increases regularly with increase
in Al nearest neighbours; probably indicating transfer of electrons to the
Fe 3d-band which would also cause the reduction in core polarisation observed
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through Heff [30]. The second-order Doppler shift has been studied in a
quenched AI-O'OI %Fe alloy [33].

The change in magnetic field relative to pure (X-Fe for any given site, ~H,

1'0

0·9

iO'8:t

0'7

765
Nearest neighbour Fe atoiils

Atomic%A1
o 1.95
4 5·1
A 10·6
~ 13'2
o 15'2
• 18·7
• 21'2

Fig. 11.4 Variation in the internal magnetic field at an iron nucleus in a disordered
Fe-AI alloy with the number of nearest-neighbour iron atoms. 8 and 4 nearest-
neighbour iron correspond to 0 and 4 nearest-neighbour aluminiums respectively.
[Ref. 30, Fig. 2]

can be expressed (using terms up to and including the 6th nearest neighbours)
as

6

~H= Lmn~Hn
n=l

where mn is the number of the nth nearest-neighbour sites occupied by solute
(AI) atoms and ~Hn is the contribution to ~H produced by a single alumi-
nium atom at the nth nearest-neighbour site [31, 32]. The probability for all
possible environments in a randomised 5·1 at. % Al alloy have been cal-
[Refi·. on p. 325]
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culated and summed to derive the t:.Hn values. Experimental and simulated
line profiles for the outer pair of peaks in the 57Fe spectrum are shown in
Fig. 11.5 and the dependence of t:.Hn on distance is seen in Fig. 11.6. Basically

5'1 A%At

........... Experimental
-- Calculated

a

1
u

4-7 A%Mn

Channel number

Fig. 11.5 Experimental and simulated curves for the outer peaks of Fe-AI, Fe-Mn,
and Fe-V alloys. [Ref. 32, Fig. 1]

identical figures are obtained for a 10·6 at. % Al alloy, showing the t:.Hn

values to be independent of concentration, i.e. the core polarisation is not a
function of concentration. The conduction-electron spin density oscillates
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312 I ALLOYS AND INTERMETALLIC COMPOUNDS

about the value for pure ex-Fe with increasing distance, and it appears that
the Al atom is not contributing to the magnetic or band structure but acts
very much like a hole in the lattice.

Above 30 at. % the alloys are paramagnetic at room temperature, but the
50 at. % alloy gives a very narroW line because each Fe atom has 8 Al

N1 N2 N3 N4 NS N6
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0'00 I / '..... :;:>*'"
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FeMn
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Fig. 11.6 Variation of the internal magnetic field in Fe-AI, Fe-Mn, and Fe-V
alloys as a function of distance from the solute atom. [Ref. 32, Fig. 2]

neighbours [30]. Crushing the alloys in this region causes ferromagnetic lines
to appear [34]. Plastic deformation induces ferromagnetism by creating large
numbers of antiphase boundaries across which the number of Fe-Fe nearest
neighbours is significantly greater than in the ordered alloy.

Preliminary data on iron-gallium alloys (0-10 at. % Ga) show multiple
hyperfine fields analagously to the aluminium alloys [35].
[Refs. on p. 325]
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First-row Transition Metals
The transition-metal alloys present several new features. Many of them have
a spin moment on both the iron and solute atoms, and the simple non-
magnetic impurity hole model as applied to aluminium will no longer be
necessarily valid. The magnetic moment on the solute atom will affect the
spin density at the iron nuclei and hence may also change the magnetic
moment on the iron. The saturation magnetic moment is an average over
the two components. It is dependent on the total electron concentration in

3001-----t---J7C--+----!-~""'o..,..__I

'"~.,
"".,
~ 2001---++----/-----1------1
>; • Fe-Co

:I: 0 Fe-Ni
" Fe-V
• Fe-Cr
• Fe-Mn100.L---__-:-!- -:!- --:l..- .J

Cr Mn Fe Co Ni
Electron concentration

Fig. 11.7 The variation of hyperfine field at the 57Fe nucleus in transition-metal
alloys as a function of electron concentration. [Ref. 38, Fig. 6]

the alloy, and is approximately related to the saturation magnetic field at the
iron. However, this hyperfine field is generally intermediate between that
predicted from the local moment on the iron atom and that from the satura-
tion moment, although it is difficult to decide whether the anomaly is due to
changes in core polarisation or in conduction polarisation. The variation in
the hyperfine field with electron concentration is shown in Fig. 11.7. The
values plotted often represent an average field because of fluctuations in the
nearest-neighbour environment.

Titanium
Titanium alloys have been referred to but briefly [36]. TiFe2 is discussed at the
end of the chapter.

Vanadium
The Fe-V alloys (4'6-10·6 at. %V) are similar to Fe-AI, and the oscillation of
conduction-electron spin density has been illustrated in Figs. 11.5 and 11.6
[32]. Once again the hyperfine field is reduced by a fraction proportional to
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the number of impurity nearest neighbours [36, 37], so that alloys in the
0-16 at. % V range show complicated structure in the outer lines of the
hyperfine spectrum which can be simulated by computer analysis assuming
a statistical model of randomisation.

Chromium
Dilute Fe-Cr alloys show similar nearest-neighbour effects to the correspond-
ing vanadium alloys [36-38]. Quenched samples ofthe Fe3Cr alloy containing
"-()·01% of N 2 have been found to contain small proportions of an as yet
unidentified non-magnetic phase [39].

Manganese
The Fe-Mn alloys (2'8-6,7 at. % Mn) have many similarities to the Fe-AI
system [36], with the exception that the conduction-electron spin-density
oscillations show a phase variation with concentration corresponding to a
change in the Fermi radius and band structure (see Figs. 11.5 and 11.6) [32].
In this case the Mn atoms are contributing to the,magnetic structure.

Solid solutions of iron in p'-Mn are paramagnetic at room temperature.
Iron substitutes at both types of site in the structure, and shows no more than
a slight quadrupole broadening [40]. Additional broadening at 4·2 K for
10-30 at. % Fe is attributable to magnetic ordering with fields of <20 kG.

The y-Fe-Mn disordered alloys with face-centred cubic structure are
antiferromagnetic. The Mossbauer spectra show a hyperfine field (extra-
polated to 0 K) of 40 kG throughout the range 30-50 at. % Mn. [41-43].
The sublattice magnetisation on the other hand is dependent on concentra-
tion, indicating that the magnetic moments on Fe and Mn atoms behave
rather differently with temperature, and complicating any interpretation ofthe
magnetic properties.

Similar studies of the ex-Mn alloys (70-95 at. % Mn) show fields of 5 and
16 kG at the two site symmetries occupied by iron with little or no dependence
on manganese concentrations. The aligned 3d-moment on the iron atoms
must therefore be small [44].

Cobalt
The 0-73 at. % Co body-centred cubic alloys are unusual in that there is an
initial increase in the magnetic field at room temperature with increasing Co
concentration, reaching a maximum at 25 at. % [36, 38, 45]. This signifies
an increase in the local exchange potential and the spin density. Much less
line broadening is seen in this case.

The TiFe""Co1 _ "" (0·3 <; x < 0'7) alloys are known to be ferromagnetic
below 50 K, but the Mossbauer spectra below this temperature show
no magnetic field in the s7Fe resonance [46, 47]. There is therefore no
(Refs. on p. 325]
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localised moment at the iron sites. Studies have also been made of the
(ZrC02MZrFe2)1 _ x alloys [48].

Nickel
The body-centred cubic alloys of nickel (0-24 at. % Ni) also show a slight
rise in the hyperfine field with increasing nickel content, but this is less marked
than for the cobalt alloys [38].

Several investigations of y-FeNi 'Invar' type alloys (20-34 at. %Ni) have
reported the coexistence of paramagnetic and ferromagnetic contributions in
the spectra [49-54].

A considerable difference is found between ordered and disordered alloys
containing 50 at. %Ni [55]. The ordered alloy shows much narrower reson-
ance lines because of the more uniform site environments.

Copper
Iron is soluble in copper at concentrations of less than 4·5 at. %Fe. A typical
2 at. % Fe foil has been found to contain precipitated ferromagnetic IX-Fe
and precipitated superparamagnetic IX-iron and y-iron as well as single iron
atoms embedded in the Cu matrix [56]. Unresolved magnetic interactions are
found at low temperatures [57]. The inhomogeneities in these phases cause
difficulties, and an interpretation of the 'quadrupole doublet' observed above
the Curie temperature (7 K for 0·6 at. % Fe) of the Cu-Fe and Cu-Ni-Fe
alloys as being of magnetic origin rather than from quadrupole interactions
[58] has been countered by an explanation involving clustering effects [59].

A particularly interesting series of experiments has recorded the direct
observation of diffusion broadening of the Mossbauer line [60]. A 57CO/CU
source or a 57Fe/Cu absorber shows the onset of considerable line broaden-
ing between 10000 and 1060°C due to solid-state diffusion, although the
data show considerable discrepancies from prediction by a simple diffusion-
jump model.

Second-row Transition Metals
Molybdenum
Iron alloys containing 0-6'0 at. % Mo show complex hyperfine spectra
which can be analysed in terms of fields from iron atoms with 0, 1, and 2 Mo
nearest neighbours [61, 62]. The decrease in field per Mo atom is unusually
large at about 40 kG. Fe3M02 gives a simple quadrupole doublet at room
temperature, and Fe2Mo has been identified as a precipitate in an alloy
containing 20 at. % Mo [62].

Ruthenium
Dilute iron-ruthenium alloys show a decrease in the internal magnetic field
with increasing Ru content [36]. Above 13 at. % Ru they adopt a hexagonal
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close-packed structure, and are magnetically ordered below 100 K. The
internal field at 6 K is about 11 kG from 15-30 at. % Ru [63].

Rhodium
The iron-rhodium alloys are not well characterised. The disordered range
(0-25 at. % Rh) shows only one hyperfine field slightly greater than that in
a-Fe but with broader lines [64, 65]. The ordered phase of the esCI type (20-
50 at. % Rh) shows two distinct hyperfine fields from Fe on Fe sites and on
Rh sites. A paramagnetic y-phase can be present in the 25 at. % disordered
alloy. At 50 at. % Rh there is a transition from an antiferromagnetic phase
to a ferromagnetic phase at 338 K with a concomitant diminution in H of
17 kG.

Palladium
The Fe-Pd system shows two ordered superlattices, face-centred cubic
FePd3 (25-30 at. % Fe) and face-centred tetragonal FePd (43-50 at. % Fe).
The Mossbauer spectra of these phases are somewhat sensitive to the degree
of ordering, but the hyperfine fields are 334 and 281 kG respectively at 4·2 K
in ordered samples [66]. The temperature dependence of the fields close to
their Curie points was analysed.

In a range of alloys from 57 to 99·6% Pd there is no sign of variation or
substructure in the hyperfine field (at 4.2) K within a given sample though
the field does vary sharply with overall change in Pd concentration [67].
The conduction-electron polarisation presumably changes only very slowly
over extremely long ranges and the exchange interaction does not oscillate in
sign spatially. More detailed measurements have been made of the magnetic
properties of a 97·35 at. % Fe-Pd alloy [68]. In the disordered Fe-Pd alloys
up to 40 at. % Pd there is no variation in the internal field with concen-
tration [67].

Mixed palladium-gold-iron alloys have also been briefly examined [69].

Third-row Elements
Dilute Fe-Re and Fe-Os alloys show clear evidence of satellite lines due to
impurities in the nearest-neighbour sites [70]. Ir, Pt, and Au alloys show no
satellites, although the lines are broadened.

The 85-99 at. %Pt alloys show a comparatively sharp magnetic spectrum
with no appreciable broadening of the lines at temperatures well below the
magnetic ordering temperatures [71]. General collapse of the spectrum
occurs with temperature increase due to either relaxation effects or a wide
distribution in hyperfine field values. The complex magnetic behaviour of
the platinum alloys near Pt3 Fe has been studied [72].

An alloy containing 95 at. % Au has been shown to have antiferromagnetic
ordering with an almost random distribution of spin orientations [73]. More
[Refs. on p. 325]
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extensive data have covered the range 75,3-96,7 at. %Au [57]. In alloys with
more than 89·5 at. % Au, the Fe atoms are distributed randomly [74]. The
room-temperature spectra show clear indication of iron atoms with no Fe
nearest neighbours and with one or more Fe neighbours, the latter causing a
larger electric field gradient. Magnetic ordering in the region 92-99'2 at. %Au
has also been followed [75]. The most recent study of 87,2-99,5 at. %alloys in
the range 0·4-300 K has confirmed the basic details and extended the study
of the disorder in considerable depth [76].

11.3 Intermetallic Compounds

There are several elements which do not readily form alloy phases with iron,
but which give one or more compounds which are metallic in character, and
have a closely defined composition corresponding to a simple stoichiometric
formula. Such intermetallic compounds are important in enabling the
magnetic environment ofmetallic iron to be modified without introducing the
statistical complications of alloys. They also give some insight into the way in
which chemical bonding modifies the magnetic properties of the sublattices.

Beryllium
Solutions of up to 0·8 at. % Fe in beryllium show a small quadrupole split-
ting (,.....,0·58 mm S-I) which is a function of concentration [77].

The intermetallic compound FeBez has a lattice of the MgZnz type. Each
iron is surrounded by 12 Be atoms, the nearest iron neighbours being at the
corners of a tetrahedron. FeBez is ferromagnetic below 521°C and shows a
room-temperature hyperfine field of 192 kG [78]. Single-crystal data indicate
that the spins are parallel to the 'c' axis. Increase in the Be content above 66 at.
% causes substitution at the iron sites. The introduction of iron sites with
only 3 iron next-nearest neighbours results in the presence of additional
satellite lines; e.g. for Feo.3Beo·7 the fields are 175 and 137 kG for 4 and 3
Fe neighbours respectively. From 78 to 85 at. % Be the specimens are all
paramagnetic above 80 K.

(Feo.7sMno.zs)Bez also shows signs of structure in the s7Fe spectrum, but
the effects are not as marked as in the beryllium-rich samples, implying that,
unlike Be, the Mn atoms interact magnetically with the iron [78].

Boron
The ferromagnetic iron borides are often referred to as interstitial compounds
because the boron atoms occupy interstices in an otherwise close-packed iron
lattice. The internal fields at room temperature of FezB and FeB are 242
and 118 kG respectively compared with a value of 330 kG for iron itself [79,
80]. Data available concerning the detailed band structure of these com-
pounds are consistent with 3d-populations on the iron atoms of 3d8

'
z and
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3dgog electrons respectively compared with 3d-7 in iron metal. The aug-
mented 3d-population in the borides should give a lower spin moment, a
smaller magnetic field, and a small positive chemical isomer shift with in-
creasing boron content, as are actually observed. This type of interpretation
involving donation of electrons by the interstitial atom to the iron 3d-band
is appropriate to most of the compounds in this section.

A reinvestigation of the magnetic structure of Fe2B has shown the exis-
tence of two superimposed magnetic splittings of 244 and 252 kG at 4·2 K
[81]. The mixed boride Fe102COogB has a field at room temperature of232 kG
[82]. The iron atom is apparently insensitive to cobalt substitution, although
magnetic susceptibility data suggest that the cobalt is strongly affected by the
total iron content. Temperature-dependence data for FeB give a saturation
hyperfine field of 131 kG [83].

Manganese doping of Fe2B produces little broadening of the outer peaks
[84]. This implies that the magnetic field at the iron is produced by the short-
range core-polarisation effects, and that the conduction-electron polarisation
is negligible because of there being little 4s density at the Fermi surface. This
is consistent with the successful interpretations of the hyperfine field values
using a 3d-model only.

Carbon
Cementite, Fe3C, is an interstitial solid solution of carbon in iron which is
frequently found in steels and cast iron containing carbon. It is ferromagnetic
below Tc ~ 210°C, the magnetic field being 208 kG at room temperature;
the chemical isomer shift is +0'19 mm S-l above that of IX-Fe [79, 85].
This corresponds to a 3d-band population for iron of 3d- g

• The presence of
a precipitate of Fe3C in cast iron is readily detected by Mossbauer spectro-
scopy as shown in Fig. 11.8. The separate cementite (Fig. 11.8c) obtained
by dissolving the steel in hydrochloric acid shows a central paramagnetic
doublet in addition to the six-line magnetic spectrum, and it has proved
possible to prepare from carbon steel a paramagnetic form of Fe3C which
appears from X-ray measurements to have a slightly modified structure in
the lattice [85].

The borocarbides Fe3BxC1 _ x also have the cementite structure. As x
increases to 0·54 the average magnetic field increases to 240 kG (partly
due to an increase in Tc) and the lines broaden and indicate some structure
[86]. The effect of boron or carbon neighbours on the iron atoms are pre-
dominantly short-range, and the effective 3d-population remains constant.

FeSC2 gives a complex spectrum because of the presence of three different
iron sites, and shows fields of 222, 184, and 110 kG at room temperature
[86].

Martensite is a solid solution of carbon in iron with a body-centred tetra-
gonal lattice. A freshly prepared martensite with 1·87 wt % carbon gave a
[Refs. on p. 325]
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magnetic spectrum similar to that of iron, but with considerable line broaden-
ing due to the different local environments around the iron [87]. Ageing at
room temperature produced a noticeable sharpening of the spectrum but
with the formation of weak satellites corresponding to a smaller hyperfine
field. This possibly indicates a clustering of the carbon atoms in the marten-
site on ageing. Increase in the carbon content from zero up to 1·7 wt %
causes a steady increase in the average magnetic field above that of O(-Fe
of about 5·0 kG per wt % of carbon [88].

A martensite containing 0·9 wt %carbon, prepared from high-purity iron
carburised in methane and hydrogen gas, was found to contain four com-
ponents at room temperature [89, 90]. The intense field of 332 kG (Fig. 11.9)
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Fig. 11.9 M6ssbauer spectra for iron-carbon martensite. A is the field from iron
atoms distant from carbon. The spectrum (ii) represents spectrum (i) with the A
components subtracted. Fields Band C are from second- and first-nearest Fe
neighbours respectively to the carbon atoms. D is paramagnetic austenite. [Ref. 89,
Fig. 1]

was assigned to those iron atoms scarcely affected by the interstitial carbon
atoms. Fields of 342 and 265 kG can be considered to be due to the second-
and first-nearest Fe neighbours respectively to the carbon atoms. The small
paramagnetic component was austenite. Thermal annealing tended to cause
formation of cementite. These results have since been confirmed indepen-
dently [91, 92], although there is some disagreement concerning the values
registered for the minority hyperfine fields, e.g. 304 and 274 kG for marten-
sites prepared from commercial carbon steels [92]. The possibility of impuri-
ties other than carbon atoms having an important role has also been sug-
gested [90]. The presence of three distinct iron site symmetries in the marten-
[Refs. on p. 325]
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site phase might well suggest that the overall structure is not tetragonal and
that it is probably inhomogeneous. The effects of tempering on the Moss-
bauer spectrum of martensite are extremely difficult to analyse with certainty
[93].

As already briefly mentioned many specimens of quenched carbon steels
retain a proportion of the paramagnetic austenitic phase [94]. At room
temperature the resonance consists of a single line due to atoms without car-
bon nearest neighbours, and a quadrupole doublet from those with one car-
bon neighbour which removes the local cubic symmetry at the iron site [95].
The doublet shows a shift of 0·06 mm S-1 relative to the singlet. The same
sample (1'6 wt % C) at 895°C showed a much narrower single line because
the jump-diffusion time of the carbon atoms becomes less than the excited-
state lifetime as the temperature rises.

The alloy FesoC7.sP12.5 may be considered to be amorphous because the
lack of strict periodicity in the atomic arrangement gives the diffuse X-ray
diffraction pattern ofa liquid. The short range ofexchange interactions means
that strict periodicity is not essential to the existence of ferromagnetism, and
this alloy was found to be ferromagnetic below 586 K [96]. The magnetic
spectra are very broad, implying a non-unique value of the internal mag-
netic field, but the temperature dependence of the average magnetic field
follows a J = 1 Brillouin function quite closely.

Nitrogen
The nitride Fe4N has a face-centred cubic lattice ofiron atoms with a nitrogen
atom at the body centre. Each corner FeA atom has 12 FeB neighbours at
2·96 A, and each face-centre FeB has 2 nitrogens at 1·90 A. The room-
temperature spectrum shows two hyperfine fields of 345 and 215 kG with
intensities in the ratio 1 : 3 allowing assignment to FeA and FeB respectively
[97]. The chemical isomer shifts are +0'13 and +0·28 mm S-1 relative to
iron metal respectively. Clearly the FeA site is similar to that of iron metal
itself, while the B site shows the typical effects of nearest-neighbour inter-
stitial atoms. Fe3'6Nio'4N is similar, the Ni substitution taking place at the
FeA sites but with little effect on the other iron atoms.

Recent data have shown that the face-centre FeB atoms are not all equiva-
lent because of the presence of the magnetic axis. Field values of 340'6,
215,5, and 219·2 kG at room temperature were given [98]. However, the
electric field gradient axis at the FeB atom is normal to the face-centre, so that
with the magnetic axis parallel to one of the cube edges there are i of the
FeB sites with the electric field gradient perpendicular to the magnetic field and
t with the two parallel. This ensures three distinct iron site symmetries without
having to invoke significantly differing electronic configurations or fields at
the two types of face-centre site [99].

The e and' phases of Fe2N both show a small quadrupole splitting at
[Refs. on p. 325]
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room temperature with a positive chemical isomer shift from IX-Fe [100].
Ferromagnetic ordering takes place below about 90 K.

Iron-nitrogen austenite and martensite are basically similar to the cor-
responding carbon systems [91].

Silicon
The Fe-Si system appears to be on the dividing line between the metallic.
alloy and intermetallic compound classifications.

The ordered Fe3Si alloy behaves in an identical manner to ordered Fe3AI
with two fields of 310 kG (0 site; 8 Fe nearest neighbours) and 198 kG (A
site; 4 Fe 4 Si) at room temperature [24, 101]. The discussion for Fe3AI
given on p. 309 is thus also appropriate here.

In the disordered iron-rich alloys (0-10 at. % Si) nearest.neighbour effects
from Fe atoms with 8, 7, and 6 Fe neighbours are found, analogously to the
dilute Fe-AI disordered alloys [31, 102, 103]. The internal magnetic field
decreases stepwise as the number of Si neighbours increases. The alloys with
14-27 at. % Si are ordered in the Fe3Al-type lattice. Once again the decrease
in field and small increase in chemical isomer shift are compatible with a
transfer of electrons to the iron 3d-band from the silicon.

FesSi3 has been only cursorily examined but is magnetically ordered at
low temperatures [101].

FeSi is paramagnetic but shows an unusual decrease in the quadrupole
splitting (0'74 mm S-1 at 4 K to about 0·1 mm S-1 at 1000 K) [104]. This
implies a thermal excitation to low-lying levels as in, for example, Fe2+
complexes, but this behaviour is most unexpected in metallic phases. Mag-
netic susceptibility and z9Si n.m.r. data lend weight to the idea of an activa-
tion energy analysis in which electrons are excited from filled states across an
energy gap of about 0·05 eV to unfilled states of a different symmetry. Data
have also been given for the system COl _ xFexSi and for Feo.9Nio.1Si and
Feo.9Rho'1Si [105]. The iron environment is not very sensitive to substitution,
possibly because the nearest neighbours are seven Si atoms, although the
quadrupole splitting does decrease gradually.

p-FeSiz appears to contain only one distinct iron site and this shows a
small quadrupole splitting [106].

Phospborus
The phosphides Fe3P, FezP, and FeP are similar in behaviour to the borides
and carbides. The increasing phosphorus content causes an increase in the
number of electrons donated by the phosphorus into the 3d-band, resulting
in a progressive decrease in the magnetic moment and internal magnetic
field [107]. Fe3P has three iron environments giving fields of 295, 265, and
185 kG at 90 K. FezP has a complex structure with two iron sites having
tetrahedral and square-pyramidal coordination by phosphorus respectively;
[Refs. on p. 325]
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this is reflected in the quadrupole interactions and the spectrum at 90 K is
also magnetic with fields of 140 and 115 kG. FeP is paramagnetic even at
30 K with a quadrupole split spectrum from the iron which is in a distorted
octahedral environment of phosphorus atoms.

More detailed study of the magnetic moments and internal magnetic
fields of the two iron sites in FezP suggests that it is ferromagnetically
ordered, rather than ferrimagnetically with spin canting [l08].

In the ternary phosphides (Fe1-xMxhP, when M = Mn or Cr it replaces
iron at square-pyramidal sites, but when M = Co or Ni it replaces at tetra-
hedral sites. The magnetically ordered phases give complex spectra which have
not been fully interpreted as yet [109].

Germanium
Germanium forms a large number of ordered intermetallic phases, and the
data regarding these are rather confusing. The hexagonal and cubic forms of
Fe3Ge both show an internal field of about 240 kG at room temperature,
presumably because both phases have 8 Fe and 4 Ge nearest neighbours at
2·59 A, although with different symmetry [110, 111].

FeSGe3 (i.e. Fe1067Ge) gives a complicated magnetic spectrum (derived
from several site symmetries) which has been only partially analysed [111].

The Fe1 .sGe-Fe1068Ge phase shows at least two internal fields of approxi-
mately 240 and 180 kG both of which are strongly dependent on con-
centration [112].

The hexagonal phase of FeGe has been shown to be antiferromagnetic
below 400 K with a saturation magnetic field of 155 kG [113, 114]. The cubic
FeGe phase is antiferromagnetic below about 275 K with a field of 110 kG
at 80 K [lIS].

The magnetic structure of FeGez was established by combined neutron
diffraction and Mossbauer measurements as being antiferromagnetic below
287 K with two equivalent but independent sublattices inclined at 71 ° to each
other [116]. The hyperfine field collapses very slowly below the Neel point in
an unusual manner. Once again the parameters are consistent with increased
3d occupation at the iron in the intermetallic phases.

Tin
The tin intermetallic compounds are very closely related to those of ger-
manium. Fe3Sn is similar to Fe3Ge and shows two hyperfine fields [110].

FeSSn3 is magnetically ordered below 310°C and, like FeSGe3' shows a
complex spectrum with probably three distinct iron sites [117].

FeSn proves to be antiferromagnetic below 370 K with two fields of 146
and 158 kG at 4 K. There is only one crystallographic iron site, but the spin
axis and the electric field gradient tensor can take two distinct relative
orientations [118].

[Refs. on p. 325]
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FeSn2 is antiferromagnetic below 377 K with a field of 115 kG at 295 K.
In all cases (except Fe3Sn2) a field of between 30 and 110 kG is also recorded
at the tin nucleus in the 119Sn Mossbauer resonance (see Chapter 14). This
results from exchange polarisation of the diamagnetic tin atoms by the iron
[118-120].

Dilute Fe-Sn alloys (0-8 at. % Sn) show nearest-neighbour effects giving
a reduction in the internal field [36, 118].

Rare Earths
The cubic Laves phases, MFe2 (M = Ti, Zr, Y, Ce, Sm, Gd, Dy, Ho, Er,
Tm, Lu), have been examined by several groups [121-124]. The iron electronic
configuration is basically the same in all these compounds with a saturation
field of about 210 kG; this implies that the hyperfine field does not depend
significantly on the magnetic properties of the rare-earth metal used. The
hyperfine field is appreciably smaller than that observed for the 3d-metal
alloys (see Fig. 11.6) but the chemical isomer shifts of both groups of com-
pound are very similar, implying that the electron configuration of the iron
is the same in the two cases. The lower hyperfine field for the rare-earth
Laves phases therefore suggests that in these compounds there is an appre-
ciable contribution to the field from conduction-electron polarisation. The
iron atoms occupy corner-sharing tetrahedral networks with a threefold
axis lying along one of the [111] directions. If the crystal magnetises along
one of the [111] directions then the local magnetic field and electric field
gradient tensor axes will not be oriented identically on all sites and two six-
line patterns in the ratio 1 : 3 are expected. It is therefore possible to say that
Tb, Er, Y, and Zr, which give two distinct patterns, magnetise along the [111]
directions, while Dy and Ho, which give only one, magnetise along the [001]
direction. Sm, Gd, and Ce are found to be more complicated [124]. TiFe2 con-
tains two distinct types of iron, and also shows complex behaviour [121].
The transition from ferromagnetism in iron-rich to antiferromagnetism in
titanium-rich material appears to be due to the excess iron entering titanium
sites [125].

Actinides
The binary actinide compound UFe2 seems to show small unresolved
fields of less than 60 kG [126]. Both U6Fe and PU6Fe show a single quadru-
pole splitting at all temperatures above 16 K [127]. Brief details have also
been given for PuFe2 [128].
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12 57Fe - Impurity Studies

Measurement of the energy of a y-ray emitted (or absorbed) in a recoilless
event registers information only about the immediate chemical environment
of the emitting (or absorbing) nucleus. Mossbauer experiments are performed
by comparison of a source and an absorber, and it is usual to utilise a source
without hyperfine effects as a reference standard for a series of absorber
experiments. This is not the only option available, however. If we use a
reference absorber, it is possible to study hyperfine effects in the source.
These are produced by the chemical environment in which the excited-state
57Fe nucleus finds itself when it is generated in the source matrix. The total
concentration of the 57CO parent atoms is very small indeed, and each atom
can therefore be considered as an isolated impurity in the source matrix.

57CO doping techniques have been mainly used in the study of metallic
systems. The theory of an impurity atom vibrating in a crystal lattice has
been developed to describe in detail the temperature dependence of the
recoilless fraction and the chemical isomer shift:. The chemical isomer shift
is a function of the band structure of the metal, and in magnetic hosts the
conduction-electron polarisation can also be studied via the magnetic
hyperfine splitting. This type of work is of borderline interest within the
scope of this book, but we shall endeavour to indicate some of the more
important points later in this chapter without attempting to be comprehen-
sive in coverage.

Some interest has also centred on the 57CO doping of iron and cobalt
compounds, although this technique is probably not so useful because of the
unpredictable chemical effects of the 57CO decay. The doping of non-iron
compounds with enriched 57Fe is also discussed where appropriate.

Also included for convenience in this chapter is a small section on miscel-
laneous applications of Mossbauer spectroscopy to subjects such as surface
states, chemical reactions, and diffusion in liquids, which are of chemical
interest but do not as yet represent major areas of study.

[Refs. on p. 3481
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12.1 Chemical Compounds
General Considerations
In a number of instances, the Mossbauer spectrum recorded using a source
of 57CO doped into a cobalt or an iron chemical compound shows contribu-
tions from both Fe2+ and Fe3+ charge states. The interpretation formulated
initially was a logical deduction based on the known effects of the electron-
capture decay process in 57CO. The Auger cascade which follows the capture
of a K-electron causes ionisation of the emitting atom with resultant momen-
tary charge states of up to +7. In metallic matrices, the high mobility of the
conduction electrons results in an extremely rapid return to equilibrium
conditions in which the iron nucleus again has a 'normal' charge state, but
one might anticipate that equilibration would be slower by orders of magni-
tude in insulating materials. Thus it came to be assumed that the presence of
Fez+ and Fe3 + charge states in the Mossbauer spectrum of 57CO sources
was a direct observation of this dynamic process, the higher charge state still
being in process of reverting to the more stable Fez+ state. With this hypo-
thesis the relative proportions of the two states gives information regarding
the rate of electron transfer.

This assumption was tested in a classic series of experiments [I, 2] in which
the Mossbauer spectrum was recorded using 14·4-keV y-rays counted in
delayed coincidence with the preceding 123-keV y-ray. If the Fe3+ oxidation
state was decaying, its proportional contribution to the spectrum would
decrease as the delay-time was increased. Data for Fe(NH4)z(S04)z.6HzO,
CoO, NiO, CoS04 .7H20, and CoCI4 .4H4 0 prove conclusively that the
Fez + /Fe3+ ratio is not significantly time dependent after a lapse of 10-7 s
following the 57CO decay. The immediate implication, therefore, is that
the Fe2+ and Fe3+ charge states can be described as being at least in meta-
stable equilibrium on their respective lattice sites. This may in part be
due to the fact that the ionic radius of Co2+ (0'74 A) is intermediate between
those of Fe2+ (0'76 A) and Fe3+ (0,64 A) so that both can be accommodated
fairly easily in the original lattice. The ultimate balance is probably con-
trolled by the influence of localised lattice defects and nonstoichiometry
on the lattice energies of individual cations.

Both Fez+ and Fe3 + daughter atoms are also sometimes observed in the
decay of cobalt(III) compounds. This has resulted in the suggestion that the
generally smaller atomic dimensions of cobalt complexes can result in an
effective pressure at the impurity site [3]. A parallel is thus drawn between the
observation of pressure-induced Fe3+ -7 Fez+ reduction and the Fe2+
generated by the decay of C0 3+.

Inconsistencies between results from different laboratories have highlighted
the necessity for careful purification of the compounds concerned. The final
balance between the daughter oxidation states can be sensitive to impurities
[Refs. on p. 348]
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and lattice inhomogeneities, and the 57CO impurity may show clustering effects
when the host matrix is not a cobalt compound.

57CO Doped into Cobalt Compounds
Although 57Co/CoClz gives a spectrum appropriate to Fe2+ cations only,
the hydrates 57Co/CoClz.2HzO and 57Co/CoClz.4HzO both show signifi-
cant Fe3+ content (see Fig. 12.1) [4]. 57CO/COS04, 57CO/CoS04.HzO, and
57CO/CoS04.4HzO all show both species, and in each series the Fe3+
concentration is seen to increase with increasing degree of hydration. It is
suggested that this results from the oxidising action of OH' radicals formed
during the decay processes [4]. This is supported by the observation of Fe3+
ions following the radiolysis of Fe(NH4)z(S04)z.6HzO and FeS04.7HzO
[5]. The relative proportion of Fe3+ formed by 57Co/CoClz.6HzO and
57CO/CoS04.7HzO sources decreases at higher temperatures because
dehydration alters the relative probability for achieving stability of the two
species [6]. 57CO/CoFz and 57Co/Coz(S04h.I8HzO also show both Fe2+
and Fe3+ cations [4], as does 57CO/CoFz.4HzO [7].

Initial experiments on antiferromagnetic 57CO/CoF3 were thought to
show evidence for production of some paramagnetic Fez+ ions [4]. Later
work found that this was the result of partial decomposition of the fluoride,
and that pure CoF3 gives Fe3+ ions only which give a large internal magnetic
field of 613 kG at 94 K [8]. The temperature dependence of the latter showed
the Neel temperature to be 460 K.

Independent data confirm the production of only Fe2+ ions in 57Co/CoClz
[9]. At 10 K, which is below the Neel temperature of CoClz, a field of 49 kG
is found at the Fe2+ ions, compared with 245 kG for Fe2+ ions in 57CO/CoFz
at 11 K (TN = 38 K). In the latter case the Fe3+ field was 545 kG. It is also
interesting to note that whereas in CoClz (doped with 2% Fe2+) the Fez+

spins lie in the 'c' plane, in isomorphous NiClz they lie along the 'c' axis [10].
This is a result of the difference in anisotropy energy of the host spins and
shows how impurity doping can be used to study magnetic ordering in the
host material.

The creation of a small proportion of Fe4+ iron has been claimed from
computer-fitting of data for the sources 57CojCo(NH4S04h6HzO
and 57Co/CoSiF6 .6HzO [6], but this was not reported in an independent in-
vestigation [11]. As already mentioned the Fe3+ fraction is not time depen-
dent in the spectra of 57Co/Fe(NH4S04)Z.6HzO, 57CO/CoS04.7HzO, and
57Co/CoClz.4HzO [2]. The stability of Fe3+ in 57CO/CoS04.7HzO and
57CO/COS04 decreases with increasing temperature, and in the latter
compound with increasing pressure [12]. The latter effect is perhaps un-
expected since the Fe3+ ionic radius is much smaller than for Fez+ ion,
but presumably the increased overlap with ligand ions facilitates electron
transfer from nearby cations.

[Refs. on p. 348)
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57CO/COC03 shows an asymmetric Fe2+ quadrupole spectrum which is
attributable to a Karyagin effect, rather than to Fe3+ formation or to partial
orientation of the source [13]. Studies on CoC03 doped with 57Fe have
investigated its magnetic structure below the Neel temperature of 17·6 K
[14]. The magnetic field at the Fe2+ nucleus (72 kG at 4·9 K) is perpendicular
to the principal axis of the electric field gradient tensor. Partial collapse of the
magnetic spectrum occurs immediately below TN' and can only be interpreted
in terms of a spatial distribution of the average magnetic hyperfine field over
the nuclear observation time, rather than by a field fluctuating linearly
between +H and -H. A 57CO/CoCZ0 4.2HzO source showed no signs of the
Fe3+ charge state, presumably due to the high reducing power of the oxalate
anion preventing stabilisation of anything other than Fez+ cations [15].
Surface adsorption on oxalates has also been studied [16].

57Co/cobalt(III) acetylacetonate shows a complex spectrum with lines
attributable to iron(III) acetylacetonate and an iron(I1) species [17]. The
57Co/cobalticinium tetraphenylborate shows evidence for both iron(lI) and
iron(III) nominal oxidation states, although the iron(II) quadrupole splitting
is only i that of ferrocene, indicating that the environment of the daughter
atom is not identical to that of ferrocene [18]. Electron capture in
57Co/CoIIl(phenh(CI04h.2HzO appears to cause considerable disruption
in the electronic configuration, the chief product being an Fez+ species, but
with evidence for other low-spin products [19]. The violet form of
57Co/Co(pY)zClz has a bridged polymer structure, and as a result shows a
higher recoil-free fraction than the blue 57Co/Co(pY)zClz which has a
tetrahedral monomeric structure [20]. The spectrum of the cobalt(III)
complex, 57Co/Co(bipyh(CI04)3' is similar to that of the equivalent iron(III)
complex, there being no evidence for other oxidation states [21], whereas
57Co/Co(bipyh(CI04h3HzO gives some Fe2+ daughter atoms [22].

Cobalt Oxides
Early experiments on 57CO/COO showed the production of Fe2+ and Fe3+
ions [23]. The lattice symmetry is cubic above the Neel temperature of 291 K,
and the Fe2+ and Fe3+ contributions were not quadrupole split. Below TN
there were two magnetic hyperfine splittings, the Fez+ pattern showing a
quadrupole splitting in keeping with the known tetragonal distortion. The
fraction of Fez+ ions produced is strongly dependent on temperature, and
is vanishingly small by 800 K (Fig. 12.2) [24]. As already detailed, the
Fe2+ /Fe3+ ratio is not time dependent [1, 2] and Fe3 + ion can be detected
in absorbers of CoO doped with 2% 57Fe, showing that Fe3 + ion can be
chemically stable in the CoO lattice [1].

Further investigation unexpectedly established that two entirely different
forms of CoO exist [25]. CoO(I) has the NaCl structure, and a density of
6·4 g cm- 3 ; when doped with 57CO it shows only Fe2+ daughter atoms. The

[Refs. on p. 348]
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Neel temperature is 288 K, and it is the stable form under normal laboratory
conditions. CoO(II) also has the NaCI structure, but a density of only 3·2 g
cm- 3 showing that half of the cation and half of the anion sites are vacant;
this form gives only Fe3+ ions after decay. The Neel temperature is 270 K
and it reacts with oxygen at room temperature. Many chemical preparations
contain simple mixtures of CoO(I) and CoO(II) at room temperature, but as
the temperature is raised the anion vacancies of CoO(Il) diffuse into the
CoO(I) lattice, causing the apparent change to an all Fe3+ spectrum. Detailed
Mossbauer studies of CoO(I) and CoO(II) both above and below the Nee!
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. I'" eO y" ."r'55';;""< ;,t ~ P"\'" •
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3 2 1 0 -1 -2 -3
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Fig. 12.2 Mossbauer spectra of 57CO/COO at various temperatures showing the
decrease in Fe2+ produced with increase in temperature. [Ref. 24, Fig. 1]

temperatures have been made, and the crystal-field parameters for Fe2 + in
CoO(I) determined from the temperature-dependence data below TN [25,
26]. A counter proposal that Co(Il) consists of microcrystals of CoO(I) [27]
was shown to be inconsistent with the experimental data [28]. The Fe2+ /Fe3+
ratio in CoO(I, II) is reversibly temperature dependent, and a direct relaxa-
tion experiment has confirmed that the stabilisation of ionic states follows
localised lattice heating after electron capture in 57CO [29]. Atoms in the
vicinity of vacancies stabilise as Fe3+, whereas atoms not in the vicinity of
vacancies become Fe2+ ions. Above 400 K the defect mobility increases,
leading to dominance of the Fe3+ state. Application of pressure to CoO
induces magnetic splitting as a result of an increase in the Neel temperature
[30].
(Refs. on p. 348]
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Brief investigation of 57CO /C020 3 and 57CO/C030 4 has shown both Fe2+
and Fe3+ to be present with only an approximate relationship to the Co3+
content [31].

57CO Doped into Other Compounds
It is also feasible to dope 57CO into compounds containing neither iron
nor cobalt for impurity studies. Precipitates of 57CoCl2in single crystals of
NaCl (produced by thermal diffusion of 57CoCl2 into NaCl followed by
quenching) show purely an Fe2+ spectrum with a quadrupole splitting of
only 1·14 mm S-1 at 80 K. This has been interpreted in terms of a doublet
ground state in the iron orbital configuration [32]. By contrast, very dilute
solutions of 57CO in NaCI crystals produce two types of impurity iron site
[33]; an intense quadrupole doublet considered to arise from Fe2+ or
Fe3 + ions associated with a positive ion vacancy which causes splitting by
lowering the local symmetry, and an additional weak broad resonance
at '" - 1·9 mm S-1 attributed to isolated Fe+ ions substituted on sodium
sites (N.B. Fe+ in the source will give a <5 value of -1,9 mm S-1 relative
to iron metal, whereas ifit were in an absorber, <5 would be +1·9 mm S-1).

A similar investigation of 57CoCl2 in KCl had previously reported the line
at 1·9 mm S-1 but had not recognised its origin [34].

57CO diffused into single-crystal NaF in an atmosphere of HF gives a
spectrum almost entirely attributable to Fe2+ ions with several distinct
quadrupole splittings [11]. These presumably correspond to the different

x10 5

8·2,-----------------...,

t t

NaF:Coti-
Diffused in HF_ 7·0

§
-fi 6·6
l» :
;5'0 '~""'~1IlMt.
c:
::>

34·8

4'2

4·6

16 12. 8 4 0 -4 -8 -12 -16
VelQcit)j(mm S-l)

Fig. 12.3 Diffusion of S7CO into NaF produces little Fe3+ contribution to the
spectrum if the atmosphere is HF, but gives a significant concentration of Fe3+
iron if air is admitted. [Ref. 11, Fig. 3]

[Refs. on p. 348)
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positions for the charge-compensating sodium vacancy near each divalent
cobalt atom. Diffusion in air instead of HF greatly enhances the amount of
trivalent iron (see Fig. 12.3), possibly due to oxygen-anion charge compen-
sation near the cobalt sites. The extreme magnetic dilution contributes to a
long spin-relaxation time, and the Fe3 + ion is seen as a paramagnetic hyper-
fine spectrum at low temperatures. 57Co/ZnFz produces mainly Fe2+ ion
[11].

57CO diffused into single crystals of Agel in a chlorine/argon atmosphere
decays to Fez+ daughter atoms [35]. The freshly prepared samples showed a
substantial quadrupole splitting at 80 K which has been attributed to Fez+

ions in substitutional sites with positive ion vacancies at unique (100) posi-
tions [35-37]. The temperature dependence of the quadrupole splitting
appears to imply considerable covalency in the iron environment. 57Co/ AgBr
behaves similarly [35].

As the temperature of the 57CO/AgCI crystal is raised above 230 K,
the quadrupole splitting diminishes and a broad symmetrical line is pro-
duced which narrows continuously up to 320 K (Fig. 12.4). This may be
the result of thermal motion of the vacancy about the impurity. Ageing
at room temperature introduces two new components into the spectrum
[35]. Component II with a larger quadrupole splitting is thought to be
due to the introduction of oxygen anions rather than cation vacancies for
charge compensation. The spectra are not very reproducible from sample to
sample because of the undetermined effects of other impurities. Component
III may be a precipitated phase.

Considerable confusion has arisen in later investigations in which the
above assignment has been both confirmed [38, 39] and refuted [40-43]. The
effect of impurities introduced during the annealing process is difficult to
control, and this together with the very limited solubility of CoClz in AgCl
makes it difficult to distinguish between substitutional sites with associated
cation vacancies, or associated charge-compensating oxygen anions, and
precipitated phases. However, doping AgCl with 57FeCIz «0'05 mol. %)
gives an identical absorption spectrum I, confirming that it is due to an
Fez + impurity [37], and spectrum III has also been reinterpreted as originating
from Fe3+ ions with associated charge-compensating oxygen anions [38].

Both 57CO and 57Fe doping experiments have been made on MnFz,
FeFz, ZnFz, CoFz, NiFz, and MgFz to study the stabilisation of the Fe3 +

charge state [44]. The 57CO emission spectra of ZnFz, CoFz, NiFz, and
MgFz showed varying proportions of Fe3+ atoms. In the 57Fe absorption
spectra of CoFz and NiFz some Fe3+ atoms were also detected, although the
quadrupole splittings and chemical isomer shifts were significantly different
to those found for 57CO decay. The evidence seems to suggest the close pre-
sence of a charge-compensating defect in the 57Fe doped materials.

57CO/NiO has also been observed to produce both Fe2+ and Fe3+ oxidation
[Refs. on p. 348]
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states as stable entities [1, 2, 45], although samples giving only the divalent
spectrum can be obtained by doping in a CO2 atmosphere [46]. In the latter
case, a Neel temperature of 525 K was derived. Doped MnO similarly shows
two charge states at room temperature, but the Fe3+ contribution disappears
as the temperature falls to the Neel temperature which is 117 K. Detailed
analysis of the magnetic spectra shows that the Ni2+ and Mn2+ spins (to
which the Fe2+ impurity spins must be parallel) lie along the [112] directions
[46]. Whether NiO and MnO also exist in two forms has not yet been inves-
tigated. However, ultra-fine NiO particles prepared on high-area silica show
Fe+, Fe3+ lines, and superparamagnetism is seen below the Nee1 temperature
[47].

57CO doped MgO and CaO show both Fe+ and Fe2 + charge states. Appli-
cation of an external magnetic field induces hyperfine structure, analysis of
which confirms that both cations have a core-polarisation of -254(Sz) kG
[48]. Continuing studies have shown that 57CO decay in MgO can produce
Fe+, Fe2+, and Fe3+ daughter charge states in proportions dependent on the
particular sample preparation and the temperature of the Mossbauer mea-
surement [49]. Dilute concentrations of 57Fe (,....,()·03 at. %) in MgO show a
small quadrupole splitting at low temperature [50, 51]. This can be inter-
preted in terms of crystal-field theory assuming the presence of random
strains in the crystal although the Fe2 + site symmetry may be perfectly cubic
[50]. The degeneracy of the ground state is lifted, and at low temperatures
there is a slow electronic relaxation between levels. A Jahn-Teller effect need
not be invoked. The theory evolved to interpret the MgO data has led to a
method for determining the quadrupole moment of 57Fe (see Chapter 5) [52].

Doping of up to 1·4 at. % Fe3+ in an IX-Alz0 3 absorber has been used to
study the hyperfine spectrum of paramagnetic Fe3+ [53, 54]. The trigonal
symmetry of the iron site splits the 6S ground state into the Sz = I±t),
I±-i), I±-D doublets. The spectrum of an 0·14 at. % sample (Fig. 12.5)
shows the I±t) doublet to have a spin-spin relaxation time of 7 X 10- 8 s,
but the i±-i) and I±-t> doublets are probably relaxing at a higher frequency.
The external magnetic field dependence of the spectrum is extremely complex
because of mixing of states by the hyperfine interaction, extensive changes
being produced by very small variations in the field [55]. The relaxation
properties are a function of both concentration and temperature. The effect
of heat treatment in various atmospheres results in the production of some
Fe2+ content [56] in some cases.

VZ0 3 undergoes a metallic-to-semiconductor transition at 168 K. Doping
with 1% FeZ03 shows that the low-temperature semiconductor phase is
antiferromagnetically ordered [57]. Spin relaxation has also been found in a
0·22 wt % solution of 57Pe3+ in TiOz [58].

Cr02 doped with 57Pe produces only Pe3+ substitutional atoms which
magnetise collinear and antiparallel to the magnetisation of the host matrix
[Refs. on p. 348]
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below the Curie temperature of 397 K [59]. Sn02 doped with 57Fe shows
paramagnetic relaxation effects from Fe3+ ions which are strongly dependent
on the concentration of iron present [60].

57CO doped into single crystals of V0 2 tends to show pronounced ageing
effects including the appearance of a hyperfine field. Reordering of inter-
stitial oxygen around the ion [61], or precipitation of iron-rich phases [62]
have been suggested as explanations.

The ferroelectric compounds BaTi03 and SrTi03 have both been studied

I J J
±s/z

I I I
., ±3/Z

o 5 10
Velocity/(mm S-1)

Fig. 12.5 Spectrum at 77 K of 0·14 at. % Fe3+ in AI 20 J • The predicted lines are
shown as bar diagrams, and the I±t> and I±t> states can be detected in the
spectrum. [Ref. 54, Fig. 2]

by 57CO and 57Fe doping techniques. The effects of thermal treatment in
oxidising and reducing atmospheres on the charge states produced and on
site occupancy and clustering have been considered in detail [63-67].

Although several attempts have been made to study semiconducting
materials by 57CO doping, these have not generally been very successful
because the iron is almost invariably incorporated identically as iron(III) in
both n- and p-type semiconductors, and the major proportion is apparently
electrically inactive. This was found for instance with 57CO in n- and p-type
silicon and germanium [68, 69], the lines being extremely broad. ZnS and

[Refs. on p. 348]
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ZnSe differ in that they contain iron(Il) [69]. Other systems studied include
InAs [70], GaAs [71, 72], InSb [73, 74], and InP [72], and several tellurides
[75, 76].

12.2 Metals

As already indicated at the beginning of this chapter, it is not intended to
treat 57CO doping of metals in detail, but to discuss typical illustrative
examples. The chemical isomer shift of an isolated 57Pe impurity atom in a
metallic lattice will reflect to some degree the electronic structure of the
metal. The high mobility of electrons will ensure that any decay after-effects
are completely nullified within the time-scale of the Mossbauer event.

A~{extensive investigation has given chemical isomer shift values at room
temperature for 32 elements doped with 57CO, representing the most self-
consistent set of values available to date [77]. The values do not show any
systematic variation with the lattice parameter of the host, and it is therefore
likely that the differences are produced only by the electronic structure. An
interesting correlation can be observed by plotting the chemical isomer shift
against the number of outer electrons for the 3d, 4d, and 5d transition-metal
series (Fig. 12.6). The similarity of the three curves is particularly noteworthy.
The shift increases uniformly with increasing number of electrons until a
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configuration corresponding to d 5s2 with a half-filled d-shell is achieved.
It then decreases again until the 3d 10S2 configuration, whereupon a further
increase is observed. Empirically one can say that the variation in shift is
associated with the filling of the d-bands of the host. However, detailed inter-
pretation would require knowledge of the metal band structures and the
mechanisms for s-electron shielding.

The 57Co-doped close-packed hexagonal metals Y, Hf, Lu, Ti, Zr, Tl, Re,
Zn, and Cd all show a quadrupole splitting in the Mossbauer resonance which
correlates to the axial ratio c/ a of the host metal [78].

The chemical isomer shift of 57CO impurities in metals generally decreases
with increasing pressure, although quantitative interpretation is not possible
[79].

57CO doped into single crystals of cobalt metal shows a magnetic hyper-
fine pattern similar to that of oc-iron with a field of -316 kG at room tem-
perature and a value of e2qQ of -0,064 mm S-1 [80]. The latter value is non-
zero because of the hexagonal symmetry of the cobalt. Application of an
external magnetic field parallel and perpendicular to the 'c' axis showed that
the external field was strictly additive in both directions. This implies that the
hyperfine field is isotropic, an unexpected result when the local environment
is non-cubic as seen from the finite quadrupole splitting.

Although the temperature dependence of the magnetic field of 57Fe
in iron metal is exactly proportional to the magnetisation, this is not found
to be the case for 57CO (57Fe) impurities in other ferromagnetic materials,
e.g. nickel metal [81, 82]. The deviations are less than 15% but are signifi-
cant. One can visualise a locally large density of states at the impurity, due
to the exchange field between the impurity and the host being weaker or
stronger than between host atoms. Such an effect is referred to as a quasi-
independent localised moment [82].

The discontinuity found in the chemical isomer shift of 57Fe in iron metal
at the Curie point is paralleled by 57CO in nickel metal, and although the
change is of opposite sign it is probably also due to a change in the absolute
position of the Fermi level as the magnetic interaction splits the d-band
into spin-up and spin-down states [83]. Measurement of the relative line
intensities of the hyperfine spectrum of 57CO in single crystals of nickel with
change in temperature shows clearly that the direction of easy magnetisation
changes from the [111] to the [100] direction at 490 K [84].

In 57Co/aluminium the 57Fe resonance gives magnetic fields which are
independent of temperature over wide ranges, implying a paramagnetic
hyperfine coupling with a long relaxation time [85].

In many metallic hosts it is possible for the impurity atom to have a localised
electronic spin moment which interacts magnetically neither with the host nor
with other distant impurities. While such an impurity will not in general show
a magnetic spectrum while unperturbed, the localised moment will tend to

[Refs. on p. 348]
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align in an external magnetic field. In the event that the moment is non-zero,
the internal field recorded at the impurity nucleus will not equal the applied
field, due to induced alignment, and the discrepancy will reach a saturation
value as the external field is raised. 57CO impurities in V, Nb, and Ta show no
localised moment and the applied and observed magnetic fields correspond
[86]. Mo, W, Rh, Pd, Pt, Cu, Ag, and Au all show a significant localised
moment which aligns antiparallel to the applied field so that the observed
internal field is smaller than expected. The magnetic moment of the impurity
can be quite large, e.g. l2'6,uB in Pd [87]. The size of the moment is closely
related to the number of electrons in the valence shell so that, for example,
Mo and W show similar behaviour. The mechanisms of spin polarisation of
the 57Fe by the spin-density waves of the host have been described in detail
[86].

Particular interest has been expressed in the 57Co/copper system because
of the existence of a bound state formed between the localised magnetic
impurity moments and the conduction-electron spins below a critical tem-
perature [88]. The impurity moment is significantly quenched by spin com-
pensation from the conduction electrons below the critical temperature, but
this bound state can be perturbed by application of large external magnetic
fields.

Major examples of lattice dynamical studies involving measurements of
the recoil-free fraction and second-order Doppler shift over wide ranges of
temperature, and followed by theoretical analysis of the vibrational proper-
ties of the impurity atoms, include the systems 57CO/V [89]; 57CO/Au,
Cu, Ir, Pd, Pt, Rh, and Ti [90]; and 57CO/Pt, Pd, and Cu [91]. Anisotropy of
the mean-squared displacement has been shown in, for example, 57Co/zinc
[92].

A rather unusual experiment was devised to study the penetration of
conduction-electron spin polarisation into non-magnetic metallic films [93].
The surface of a bulk copper matrix was coated with palladium to a required
thickness by an evaporative method. 57CO was then evaporated onto the
palladium and covered with a second layer of the latter. The absence of
magnetic effects in the spectrum verified that the 57CO was not clustering
magnetically. Similar preparations using an iron matrix gave magnetic
hyperfine spectra, the temperature dependence of which feature relaxation
narrowing in proportion to the thickness of the palladium interlayer. The
magnetic interactions were taking place at distances of 20-120 lattice spacings
of Pd, indicating that the interaction is not oscillatory but is more likely to be
a conduction spin polarisation through the palladium. Copper and silver
interlayers gave very much smaller interactions.

A nickel hydride of composition close to NiHo.7 can be prepared by an
electrolytic process. It has been suggested that the electron associated with
the hydrogen enters the 3d-hand of the metal which has .....,0·6 holes/atom.
[Refs. on p. 348]



METALS I 343

This would then explain the lack of magnetic ordering. The hydrogen occu-
pies the octahedral sites in the face-centred cubic lattice. The Mossbauer
spectrum (Fig. 12.7) of a sample of nickel doped with 57CO which has been
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Fig. 12.7 The spectrum of 57Fe in the nickel/nickel hydride system as a function
of hydrogen content. The insert shows one line of the source with an iron absorber,
showing the intrinsic broadening. [Ref. 94, Fig. I]

partially converted to the hydride shows the original ferromagnetic
57Cojnickel spectrum, plus a new paramagnetic component [94, 96]. The
relative intensity of the latter increases with increasing electrolysis time and

[Refs. on p. 348]
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thus increasing hydrogen content. These results show dramatically that the
partially reduced sample is a two-phase material. Introduction of hydrogen
throughout the lattice on a variable concentration basis would be expected
to broaden the hyperfine pattern, but the 57Fe-nickel metal spectrum is
retained throughout the reduction process. The paramagnetic line tends to
show some asymmetry which can be attributed to hydrogen nearest-neigh-
bour effects as not all octahedral sites are occupied. The chemical isomer
shift of the hydride is +0'44 mm S-l relative to nickel metal, which, under
the assumption that any changes in the 57Fe configuration affect the 3d
electrons only, would indicate an increase in the 3d-population by 0·35
electrons. Application ofa 50-kG external field to the hydride gives a magnetic
splitting of about 90 kG, confirming that there is still a magnetic moment
(probably of ,.....,140 kG) on the iron. However, part of the paramagnetic line
does not split in this way, and it appears that there may be at least two basic
57Fe configurations which are governed by the numbers of hydrogen
neighbours.

Hydrogen can also be introduced electrolytically into austenitic steel, but
the change in chemical isomer shift is much smaller in this case [94]. The
lattice dynamics of the vanadium/hydrogen system have been studied [95].

The Pd-H system is analogous to the nickel hydride, and has been studied
by using dilute alloys of 57Fe (2 or 5 at. %) with Pd [97, 98]. The IX-phase
contains virtually no hydrogen and the p-phase contains ,.....,0·65 atoms
of hydrogen per Pd. For the 2% alloy, the p-hydride phase becomes ferro-
magnetic below 3·7 K, although the filling of the 4d-band of the alloy pro-
duces a decrease in the total localised moment and a decrease in Te. The
chemical isomer shift increases by +0'045 mm S-l in going from the IX- to
the p-form, although the saturation hyperfine field of the iron remains
unchanged. The hydrogen atoms do not interact significantly with the iron
3d-electrons, and it is possible that the change in chemical isomer shift on
hydrogenation may be attributed to expansion of the lattice.

12.3 Miscellaneous Topics
Surface Studies and Chemical Reactions
The Mossbauer effect has given useful information in the study of chemical
reactions which involve surface states and chemisorption. Reproducibility
of data and their interpretation are difficult in this type of work because the
adsorbing material may be affected by its pre-history. Comparisons have to
be made with iron cations in compounds of known site symmetry.

A sample of high-area silica gel impregnated to 3 wt % Fe with 57Fe_
enriched iron(III) nitrate, and then calcined to produce small-particle FeZ03'
and subsequently reduced in hydrogen can be used as a supported iron
catalyst material. The Mossbauer spectrum shows the presence of both Fez+

[Refs. on p. 348]
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and Fe3+ iron in distorted site symmetries [99]. Chemisorption of ammonia
reduces the Fe3+ to Fe2+ , the original spectrum being regenerated by out-
gassing at elevated temperature. If one assumes that ammine radicals are
formed by chemisorption of ammonia, then these will have a strong tendency
to transfer electrons to the adsorption site, thus causing the reduction. The
ease of reduction shows that the Fe3+ ions must be very near the surface of
the catalyst. The Fe3+ /Fe2+ ratio in the catalyst depends strongly on the
conditions of the hydrogen reduction [100].

Although hydrated magnetite can be precipitated from aqueous solutions
containing Fe2+ and Fe3+ ions at pH > 5, this reaction is inhibited by the
presence of magnesium ions. Examination of typical precipitates by Moss-
bauer spectroscopy shows that replacement of only 20% of the Fez+ by
magnesium virtually destroys the ferromagnetic character of the Fe304,
presumably by weakening the number of A-B site interactions [101]. In
chemical preparations like this where the spectrum of the final product is
strongly dependent on the exact conditions employed, it is feasible to use the
Mossbauer spectrum as a quality-control check and to help establish the
optimum conditions for production of samples with given characteristics.

An attempt has been made to study 57CO atoms on the surfaces of single
crystals of tungsten and silver by measuring the anisotropy of the recoil-free
fraction, but lack of detailed knowledge of the type of site occupied by the
impurity nucleus at the surface precludes an unambiguous interpretation
[102].

Zeolites also have considerable application as catalysts. Iron in the +3
oxidation state is introduced by ion-exchange methods [103]. However,
attempted adsorption of Fe2+ ions causes complete breakdown of the struc-
ture with any retained iron being in the +3 state. Dehydration of the zeolite
causes non-reversible reduction of the iron. Adsorption of Fe3+ salts on
ion-exchange resins of the sulphonated styrene-divinyl benzene and quater-
nary ammonium types has little effect on the iron resonances and indicates
very weak binding of the ions to the resin [104]. Spin-relaxation effects and
temperature-dependent paramagnetic hyperfine structure have been recorded
and interpreted in detail for Fe3+ ions adsorbed on exchange resins [105,
106], and a number of other recent papers have shown interest in this new
field [107].

Solid-state Systems
Studies with portland cement have shown it to contain iron in the form of the
oxide 4CaO.Alz03.Fez03 [l08, 109]. The oxide particles are generally small
enough to show superparamagnetic behaviour, but lowering the temperature
or increasing the ferrite concentration can induce magnetic splitting.

The luminescent properties of zinc sulphide phosphors change consider-
ably with the introduction of iron into the crystal. In particular, if the iron

[Refs. on p. 348]
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is introduced at 600°C it gives rise to a weak red luminescence band, whereas
the luminescence is quenched if the crystal is fired at 900°C. If the Fe3 + ions
are in a local environment of cubic symmetry, red luminescence results,
whereas the substitution of Fe3+ ions on Zn2+ sites with a charge-compensat-
ing cation vacancy on the next Zn site acts as a quencher to the luminescence
centres [110, 111].

Mossbauer spectra of FeCl3/graphite intercalation compounds are not
consistent with previous postulates of FeCl2 and FeCl4- species [112]. The
single broad resonance line gives a more positive chemical isomer shift than
FeCI3 , suggesting donation of graphite n-electrons into the iron 3d-shell,
although nothing can be derived concerning the possible role of the chlorine
atoms in determining the stability of these compounds. Intercalation com-
pounds of boron nitride with FeCl3 have also been examined [113].

The presence of an infinite repeating lattice is not a prerequisite for the
observation of a Mossbauer resonance, and it is possible to obtain good spec-
tra from glassy materials. An example of this is a study of reduced and oxi-
dised sodium trisilicate glass containing iron [114]. The iron can be incor-
porated as Fe2+ or Fe3+ ions, and the site symmetry appears to be distorted
octahedral. At low temperatures glasses containing Fe3+ ions show para-
magnetic hyperfine structure due to long relaxation times [lIS]. In samples
with a high iron content it is possible to identify magnetic precipitates of
Fe203 and Fe30 4 [116].

An interesting application to the study of 'foreign bodies' is the detec-
tion of iron in the Orgueil and cold Bokkeveld meteorites [117]. The former
was shown to contain magnetite together with paramagnetic Fe3+ iron, pos-
sibly as a silicate. The latter did not contain the magnetic phase.

Diffusion in Liquids and Solids
Although the Mossbauer effect is normally regarded as being restricted to the
solid state, it is possible to observe a resonance in viscous liquids. Hydrated
iron(III) sulphate when dissolved in glycerol and then dehydrated with P4010
shows a mixture of Fe2+ and Fe3+ ions at -100°C at which temperature the
matrix is frozen [118]. The resonance becomes steadily broader with rise in
temperature, but at O°C when the sample is clearly liquid it is still detectable
albeit broadened by a factor of more than 5 (Fig. 12.8). Later experiments
have used glycerol doped with 57Co/HCl [119]. 57Co-doped haemin (MW
= 620) and 57Co-doped haemoglobin (MW = 64,450) in glycerol were also
used to study the effects of particle size in the recoil and diffusion processes.
The relationship between the viscosity of the liquid and the broadening of the
Mossbauer line can be related to the relative importance of 'jump' and 'con-
tinuous' types of diffusion process [120, 121].

Mossbauer spectroscopy can also be used to study diffusion and related
processes in solid systems [122] since the appearance of the spectrum is
[Refs. on p. 348]
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profoundly influenced by the time scale of the motion executed by the
resonant atom. If the nucleus of interest is undergoing harmonic vibration
about a fixed site at a frequency which is high compared with the inverse
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excited-state lifetime then, as seen in Section 1.4, this simply produces a
reduction in intensity of the resonance without any line broadening, the
decrease in the recoilless fractionjbeing given by the Debye-Waller formula
(p. 11)

j = e-4"'x",A"

where x2 is the mean square amplitude of oscillation in the direction of
observation of the y-ray and A is the wavelength of the y-photon. This
means that values of x of the order of 10 pm are conveniently measurable
with Mossbauer isotopes having excited-state lifetimes similar to those of
57Fe or 119Sn.

A second limiting case arises if the nucleus of interest is undergoing con-
tinuous diffusion or Brownian motion. This leads to a broadening of the
Mossbauer line with no reduction in overall recoilless fraction and no change
in the basic Lorentzian line shape. This energy broadening, tJ.F, expressed
as an increase in the linewidth at half height, is given by

tJ.F = 2he;) 2 D

where D is the self-diffusion coefficient. Values of D of the order of
10- 15 m2 S-1 give broadenings of the order of the natural linewidth for
57Fe or 119Sn resonances.

The third limiting case concerns jump diffusion. If the resonant nuclei jump
instantaneously between fixed sites in such a way as to produce a random
phase shift in the y-ray wave train at each jump then, as in the preceding
case, the line is broadened without reduction in the recoilless fraction and
without loss of the Lorentzian line shape; under these conditions the bloaden-
ing is given by

tJ.F = 2h/To = 12hD/P
where To is the mean resting time between jumps, D is the self-diffusion
coefficient and P the mean square jump distance. Values of To equal to
280 ns and 53 ns give broadenings equal to the naturallinewidth for 57Fe
and 119Sn respectively. Examples of these various situations have been
reviewed [I22].
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13 I Biological Compounds

Although one tends to associate living organisms with organic carbon
compounds containing largely the elements H, C, N, 0, P, and S, it is now
recognised that many essential biological functions are controlled by large
protein molecules containing at least one metal atom. An example of this is
the haemoglobin type of protein which acts as an oxygen carrier in the blood
of many forms of animal life. The iron atom is involved in direct bonding to
the molecule being transported. Likewise, catalytic enzymes may use metal
oxidation-reduction properties to facilitate chemical reaction. The large
protein body usually controls among other things the specificity of the
reaction. The metal atom in such a protein is therefore of vital importance,
and a study of its immediate environment should yield considerable informa-
tion about the types ofchemical reactions involved in biological processes.

The Mossbauer effect can playa unique role here, because each resonance
is specific to a single isotope. Accordingly it has been used to examine several
of the iron-containing proteins; the information obtained being appropriate
to the immediate environment of the active site. In this respect a parallel
can be drawn with the use of electron-spin resonance spectroscopy. A large
protein residue can lower the effective cross-section of the iron-containing
complex considerably, but isotopic enrichment can be achieved by 'feeding'
the organism producing the iron-protein with a 57Fe-enriched diet, and in
this way high-quality spectra can be obtained. The large distance between
individual iron atoms in biological systems has an important bearing on the
phenomena observed, particularly in the case of high-spin iron(III) com-
pounds where the spin-lattice relaxation time can be long enough to produce
paramagnetic hyperfine effects. Interpretation can sometimes be complicated
for this reason, but enables the spin Hamiltonian for the iron to be studied in
greater detail.

In this account we shall restrict attention to the phenomenological aspects
of the Mossbauer spectra, and neglect the deeper physiological viewpoint.
Many of the earlier references have now been superseded by later data, and
are accordingly omitted.

[RefS. on p. 3691
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13.1 Haemeproteins
The iron in haemoglobin, the protein which carries oxygen in the blood, is
bound in the centre of a planar porphyrin structure, referred to as proto-
porphyrin IX (Fig. 13.1). The compound of this porphyrin with iron is
called haeme (ferroprotoporphyrin IX), and in the haemoglobin this unit is
attached to the protein by the nitrogen of a histidine unit below the plane of

R 11 Me

R

fl

Me

Ho~CICHz)z (CHzlz COzH

Fig. 13.1 Structure of some common porphyrins: in protoporphyrin the two R
groups are vinyl (-CH=CHz); in deuteroporphyrin R = H; and in mesoporphyrin
R = Et.

the four nitrogen ligands. The sixth coordination position may be left vacant
and provides a site for compound formation with small molecules. The iron-
iron distance is about 25 A in haemoglobin. The oxidation- and spin-states
of the iron atom are very sensitive to the bonding at the sixth coordination
site; e.g. oxygenated and reduced haemoglobins both contain iron(II) but in
the S = 0 and S = 2 spin-states respectively.

Haeme and Haemin Derivatives
It might at first be thought that a study of the isolated porphyrins would be
instructive, but in fact it transpires that their properties are somewhat
different from those of the proteins. Accepted nomenclature is to use haeme
for ferroprotoporphyrin, haemin to refer to ferriprotoporphyrin chloride,
and haematin for ferriprotoporphyrin hydroxide.

The bispyridine haeme iron(lI) compounds are low-spin S = 0 complexes
and give only a single quadrupole split spectrum [I]. The bis-adducts of
iron(II) and iron(III) protoporphyrin, IX, fl, y, b-tetraphenylporphyrin, and
protoporphyrin Climethyl ester with bases such as imidazole and pyridine
are also low-spin [2]. The quadrupole splittings at 80 K were found to be

[Refs. on p. 3691
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generally larger in the Fe(III) compounds than in the corresponding Fe(II),
but interpretation of the small differences within a given oxidation state can
only be semi-empirical. The results are summarised in Table 13.1.

Table 13.1 Spectra of haeme derivatives

Compound S T/K
t.\ S I) (Fe)
/(mm S-I) /(mm S-I) /(mm S-I) Reference

Fe(II) haeme (imidazole)2 0 80 0·95 0'69 (NP) 0·43 2
Fe(1I) haeme (pyridineh 0 80 1·21 0'72 (NP) 0,46 2
Fe(III) haemin (imidazoleh t 80 2-30 0·51 (NP) 0·25 2
Fe(lII) haemin (pyridineh t 80 1'88 0·50 (NP) 0'24 2

Haemin • 298 1·06 0·20 (Cu) 0·43"2
77 1·04

4-6 1·02

2,4-diacetyldeuterohaemin • 298 0·89 0'09 (Cu) 0·32"2
chloride dimethyl ester (IV) 77 0·81

4-6 0·85

mesohaemin chloride dimethyl t 298 0·94 0·07 (Cu) 0'30
ester (V) 77 0'89

4·6 0,89

bispyridyl derivative of (IV) 0 298 1,18 0·11 (Cu) 0'34
77 HI
4-6 1·08

bispyridyl derivative of (V) 0 77 0·63
4·6 0·65

Several haemin type compounds have been examined [1, 3, 4], and selected
Mossbauer parameters are given in Table 13.1. The haemin chlorides of
protoporphyrin IX, 2,4-diacetyldeuteroporphyrin IX dimethyl ester, and
mesoporphyrin IX, and haematin all show a characteristic broadening of one
of the resonance lines with rising temperature. This is dramatically illustrated
in Fig. 13.2 for the deuterohaemin compound. In all cases they are Fe(III)
S = ! compounds.

Application of an external magnetic field of 30 kG to haemin at 1·6 K
produces an observed magnetic splitting of 345 kG and establishes e2qQ to
be positive [5]. This is consistent with the I±t> Kramers' doublet lying
lowest. The field aligns the spins in the direction perpendicular to the axis
of the haeme plane, resulting in a comparatively simple spectrum. This in
turn leads to an explanation of the increase in asymmetry with temperature
rise [6]. The spin-spin relaxation process involves simultaneously an Sz = +!-
to -t transition on one ion and the reverse process on a neighbouring ion.
Since the I±!> and I±!> levels are only slightly above the I±t> levels,
the population of the latter will decrease with thermal ex<:itation so that the
[Refs. on p. 369]
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Fig. 13.2 Mossbauer spectra of 2,4-diacetyldeuterohaemin chloride dimethyl ester
at (a) 4·6 K, (b) 77 K, showing the characteristic broadening of one of the lines with
temperature rise. [Ref. I, Figs. 2 and 3]

probability of spin-spin relaxation via this level is reduced. This factor when
taken in conjunction with the longer relaxation times of the excited states
can be used to simulate the observed spectra [6).

The penta-coordinated fluoro-, acetato-, azido-, chloro-, and bromo-
derivatives of haemin-type compounds show an increase in the quadrupole
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splitting with the order of ligands stated [7]. All the compounds have S = t
with the I±!) doublet lowest and e2qQ positive, and are therefore similar in
their relaxation properties to deuterohaemin chloride.

The iron(III) haematins derived from tetraphenylporphyrin and deutero-
porphyrin IX dimethyl ester have been found to be dimeric with an
Fe-O-Fe bridge [8]. The Mossbauer spectra show very sharp quadrupole
doublets at room temperature in contrast to the relaxation-broadened spectra
of the monomeric haemins.

Haemoglobin Derivatives
Although early data on haemoglobin was obtained using unenriched blood
[3, 9], the most comprehensive studies of the haemoglobin system were ini-
tiated using the blood from rats which had been fed with 80% enriched
57Fe. As it is difficult to isolate crystalline compounds, the spectra were
usually obtained from frozen solutions of red-cell concentrates or haemo-
globin extracts.

Haemoglobin-carbon monoxide is a diamagnetic S = °iron(II) compound
[10-12]. Accordingly one sees a small quadrupole splitting which has little
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Fig. 13.3 Mossbauer spectra of haemoglobin carbon monoxide at (a) 77 K and
(b) 4 K, showing the absence of magnetic interactions in an S = 0 complex.
[Ref. 10, Fig. 8]
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temperature dependence, and there is a complete absence of magnetic inter-
actions. Typical spectra are shown in Fig. 13.3 for comparison with some of
the more complex spectra, and parameters are tabulated in Table 13.2.

Table 13.2 M6ssbauer spectra for haemoglobin derivatives [10]

Compound* S T/K
~ ~ (Fe)
/(mms- 1) /(mms- 1)

HbCO 0 195 0'36 0·18
4 0'36 0·26

Hb reduced 2 195 2-40 0'90
4 2-40 0·91

HbNO ? 195-1'2 magnetically broadened

HbOz 0 195 1·89 0·20
77 2'19 0'26

1·2 2·24 0'24

HiF • 195-1'2 magnetically broadened"2

HiHzO • 195 2'00 0'20"2

HiOH 1-? 195 1·57 0'18
77 1'9 0'2

HiN3 t 195 2·30 0·15

HiCN 1- 195 1·39 0·17

* The abbreviation Hb is used for a Fe(II) haemoglobin
compound and Hi for a Fe(III) haemoglobin compound.

Reduced haemoglobin is an S = 2 iron(II) compound with a singlet ground
state and no suggestion of paramagnetic hyperfine splitting at 4 K. Applica-
tion ofan external magnetic field of 30 kG generates gross magnetic broaden-
ing as the result of mixing of the levels of the spin-orbit multiplet (see Fig.
13.4). The spectrum breadth corresponds to an effective magnetic field of
about 150 kG which can be crudely correlated with the predicted spin-
Hamiltonian.

Haemoglobin-nitric oxide shows considerable magnetic broadening at all
temperatures between 195 and 1·2 K (Fig. 13.5). It cannot therefore be con-
sidered simply as a low-spin iron(II) compound, as there is obviously strong
covalent bonding and a large spin transfer from the paramagnetic NO
molecule. Detailed analysis has not been attempted.

Oxyhaemoglobin is a low-spin S = 0 iron(lI) complex and shows a large
quadrupole splitting of 2·24 mm S-l at 1·2 K. The interaction between the
metal d"z-orbital and the n*-antibonding orbitals of the oxygen is respon-
sible for the loss of the oxygen molecule's paramagnetism, and the covalent
bonding effectively removes an electron from the d"z-orbital. The geometry

[Refs. on p. 369]
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Fig, 13.4 Mossbauer spectra of reduced red cells at 4 K in (a) zero magnetic field,
(b) a field of 7·5 kG perpendicular to the direction of observation, (c) a field of
30 kG, [Ref, 10, Fig. 5]

and schematic molecular-orbital scheme are shown in Fig, 13.6. The
molecular-orbital (dyz + TCz*)jy'2 has effectively only half the character of a
dyz-orbital. The sign of e2qQ measured by the applied magnetic field method
is negative, consistent with the implied planar deficit of electronic charge
(note that eq corresponds to Vxx in the above axis definition and results from
an electron 'hole' in the dyz-orbital), The quadrupole splitting shows more
temperature dependence than expected, and no explanation has yet been
advanced for this.

Haemoglobin fluoride is an S = f iron(III) compound known from
electron-spin resonance data to have the ISz = ±!) Kramers' doublet lying
lowest. Spectra between 195 K and 1·2 K show appreciable spin-spin and
spin-lattice relaxation effects, The examples in Fig, 13,7 can be compared
with the predicted line spectrum. Surprisingly, the spectrum sharpens in
[Refs. on p. 369]
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Fig. 13.6 Schematic representation of the bonding in oxyhaemoglobin showing
how the interaction of the oxygen n z* molecular orbital with the iron d,.z orbital
removes the degeneracy and causes spin pairing on the oxygen molecule.
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Fig. 13.7 Mossbauer spectra of haemoglobin fluoride at (a) 4 K and (b) 1·2 K.
The predicted spectrum was calculated using the results of Fig. 13.8 but is not seen
clearly because of spin relaxation. [Ref. 10, Fig. 16]

external magnetic fields to yield two six-line spectra from the split ISz = ±!)
doublet (Fig. 13.8), and the parameters derived from these spectra were used
to calculate the prediction of Fig. 13.7. Interpretation of the zero-field data
is difficult because of the relaxation of the electron spin caused by local
nuclear fields. Successful simulation of the spectra cannot be achieved without
interactions from the neighbouring ligand nuclei [13]. Curve (a) in Fig. 13.9
shows the predicted spectrum neglecting such effects. Curve (b) includes the
transferred hyperfine interaction with fluorine for which parameters are
available from e.s.r. data. Curve (c) is an attempt to include a further nucleus
(nitrogen with 1= 1). The drastic effect of the transferred hyperfine inter-
actions means that the establishment of a correspondence between such
calculations and experiment will be extremely difficult in the absence of a
dominant interaction which can be calculated.

The acid methaemoglobin with a water molecule in the 6th position is also
an S = t compound, but the spectra are substantially different from those of
the fluoride despite the similarity in the reported e.s.r. parameters. At high
pH, the haemoglobin hydroxide produced gives spectra possibly compatible
with an S = 1- state, but the considerable relaxation broadening precludes
accurate analysis.
[Refs. on p. 369]
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Fig. 13.8 Mossbauer spectra of haemoglobin fluoride in magnetic fields of (a) 7·5
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Note the sharpness of the lines in comparison with the zero-field spectra of Fig. 13.7.
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Fig. 13.9 Curve (a) shows the predicted zero-field Mossbauer spectrum of haemo-
globin fluoride neglecting ligand-nucleus interactions. In curve (b) the transferred
hyperfine interaction with fluorine is included, and in curve (c) a second nucleus
with I = 1 is introduced. The experimental data shown for comparison were
recorded at 1·2 K. [Ref. 13, Fig. 1]
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Haemoglobin azide is a low-spin iron(III) compound with S = t. Com-
plicated magnetic structure is seen at low temperatures, replacing the com-
paratively sharp quadrupole doublet found at 195 K (Fig. 13.10). Good agree-
ment can be obtained by using the spin-Hamiltonian predicted from the
e.s.r. g-values, although the broad lines reflect the presence of some spin
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Fig. 13.10 Mossbauer spectra of haemoglobin azide at (a) 77 K, (b) 4 K, (c) 1·2
K, showing the paramagnetic hyperfine splitting from an S = -! iron(III) ion. [Ref.
10, Fig. 14]

relaxation, which is responsible for the lack of magnetic splitting at higher
temperatures.

Haemoglobin cyanide is similar to the azide, although the low-temperature
magnetic spectra are not as broad in this case because of longer relaxation
times. The e.s.r. g-values were calculated by a reversal of the computation
process for the azide, and simulation of the asymmetric spectrum at 77 K
has been attempted [14].

Detailed molecular-orbital calculations have been performed for some of
(Refs. on p. 369)
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these haemoglobin derivatives in an attempt to correlate the observed
quadrupole splittings with the electronic structures [15, 16).

Metmyoglobin
Metmyoglobin has been prepared enriched in 57Fe by combination of en-
riched protoporphyrin IX iron(IIl) chloride with apomyoglobin. The Moss-
bauer spectrum of lyophilised metmyoglobin shows two types of iron at
298 K, with quadrupole splittings of 1·96 and 0·36 mm S-l and chemical
isomer shifts of 0·04 and 0·06 (Fe) mm S-l respectively [17]. Cooling causes
these doublets to broaden and sharpen respectively so that at 4·6 K the
spectrum comprises a sharp doublet with a splitting of 0·44 mm S-l super-
imposed on a very diffuse background. It is suggested that the low shift and
large splitting of the dominant component is from Fe(III) in an S = t spin
configuration, an unexpected conclusion considering that metmyoglobin is in
an S = t state in solution. The weaker sharp lines were probably an impurity
such as free haemin, or metmyoglobin still retaining attached water.

Peroxidase
The peroxidase enzyme, Japanese-radish peroxidase a (JRP-a) , has been
prepared with enriched 57Fe by combination of the apo-peroxidase with

Table 13.3 Mossbauer parameters for peroxidase derivatives [18-20]

peroxidase hydroxide !

peroxidase azide !
peroxidase cyanide t

reduced peroxidase 2

peroxidase carbon monoxide 0

peroxidase fluoride •"2
peroxidase - H 20 2 (1) 1

peroxidase - H20 2 (II) 1

peroxidase - H 20 2 (III) 0

Compound

peroxidase (JRP-a)

s

!

T/K
Ll 8 (Fe)
/(mms-') /(mms-')

243 1-67 0·31
195 1-67 0'31
120 2·12 0·33
77 2-20 0'37
4·2 magnetically broadened

243 1'84 0·27
120 2-36 0·22

120 2·22 0·31

195 1-61 0·11
77 1-81 0,15

243 1'79 0·79
77 2-32 0·81

77 0·21 0·32

195-4'2 magnetically broadened

77 1·33 0·10

77 1-46 0·11

77 2·37 0·29

[Refs. on p. 3691
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protohaemin chloride [18, 19]. The Mossbauer spectrum shows a large
quadrupole splitting which is strongly temperature dependent (Table 13.3).
It is symmetrical at 243 K, but develops pronounced asymmetry below 120 K
and is grossly broadened by magnetic interactions at 4·2 K. The similarity
of the results to those for dehydrated metmyoglobin and methaemoglobin
confirms the S = 1- iron(III) configuration. The peroxidase hydroxide, azide,
and cyanide are basically similar in behaviour, although there is more mag-
netic broadening in the azide and hydroxide than in the cyanide because of
longer relaxation times. Peroxidase fluoride shows substantial magnetic
broadening between 4·2 K and 195 K, and appears to be analogous to
haemoglobin fluoride with an S = -! spin state. Reduced peroxidase gives a
quadrupole split spectrum characteristic of an S = 2 iron(lI) compound and
is analogous to reduced haemoglobin. The peroxidase carbon monoxide
compound is similarly in a low-spin S = 0 iron(lI) state.

The reaction of peroxidase with H20 2 produces at least three intermediates
(signified by I, II, and III). All three give a sharp quadrupole splitting with
only a small temperature dependence (Table 13.3) [20]. Compounds I and II
give an unusually low chemical isomer shift and are indistinguishable. It has
been proposed that II is an iron(IV) compound with two unpaired electrons,
and this would be compatible with the Mossbauer results. Compound III
appears to be similar to oxyhaemoglobin and may be structurally analogous.

Cytochrome
The enzyme cytochrome c also contains a haeme unit attached to a protein
and is associated with the oxidation of nutrients in cells. Samples of horse-
heart cytochrome c have been studied without using 57Fe enrichment [21].
Frozen solutions of oxidised cytochrome c show a quadrupole splitting of
about 2·3 mm S-1 between 225 and 100 K. Asymmetric broadening of the
spectrum occurs at lower temperatures, and a broad magnetic spectrum is
found at 4·2 K. Dry cytochrome c gives a smaller splitting of'"1·9 mm S-1.

The chemical isomer shift (relative to Fe) of 0·18 mm S-1 at 100 K and the
magnetic broadening are compatible with an S = 1- iron(In~ configuration
with an electron hole in a dxz-orbital. The difference between solid and solu-
tion spectra is thought to be a result of hydration of the various protein
chains in the vicinity of the haeme. Reduced cytochrome c gives a quadrupole
splitting of about 1·2 mm S-1 and a shift of O'38 mm S-1, and is an S = 0
iron(lI) compound.

57Fe-enriched cytochrome c from Torula utilis yeast strain 321 has been
similarly examined at low temperatures, and the S = 1- oxidised form is
basically similar to haemoglobin cyanide [22]. Spectrum simulation using the
e.s.r. g-values for horse-heart cytochrome c was partially successful. The
applied-field technique gave a positive value for e2qQ in the S = 0 iron(lI)
cytochrome c, with an asymmetry parameter of'YJ ,....,0·5.

(Refs. on p. 369)
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Photosynthetic bacteria can also be used to prepare 5 7Fe-enriched cyto-
chromes, and cytochrome ee' and cytochrome e552 have been isolated from
Chromatium strain D, and cytochrome ee' and cytochrome C2 from Rhodo
spirillum rubrum [23]. The oxidised and reduced forms were studied in frozen
solutions. Although all the oxidised cytochromes discussed in this section
have an S = ! configuration, the two cc' cytochromes are unusual in that
the low-velocity line in the quadrupole splitting broadens first on cooling,
whereas in all the others it is the high-velocity line which broadens. The CO
complexes of the two Chromatium cytochromes are both S = 0 compounds
with quadrupole splittings of <0·4 mm S-I. The reduced cc' cytochromes
are high-spin S = 2 iron(II) compounds, whereas the C552 and C2 cytochromes
are low-spin S = 0 compounds, an interesting distinction between the ce'
and c classes of cytochrome.

Detailed measurements have also been made on a cytochrome c peroxidase
containing protohaemin or mesohaemin and obtained from baker's yeast
[24]. The fluoride derivatives of both forms of the enzyme are similar to those
of haemoglobin fluoride, i.e. are S = t ferric compounds, and appear to
have the I±!> Kramers' doublet lowest. The very broad hyperfine spectra
seen at 4·2 K in zero field become sharp in external fields of less than I kG
because of a change in relaxation. Interpretation of the zero-field spectra is
extremely complex because of ligand interactions of the type already men-
tioned under haemoglobin fluoride. Broad unresolved spectra involving
relaxation are seen at higher temperatures. The two parent enzymes in acid
conditions show a mixture of high- and low-spin species, and are even more
complicated to understand than the fluoride derivatives. The ratio of the
spin-states is a function of conditions.

13.2 Metalloproteins

The readiness with which haemeprotein samples can be obtained and the
considerable data available on them from other types of investigation has
resulted in a comparative neglect of other types of iron-bearing protein.
However, several useful studies have been made, and the interesting proper-
ties of the haemeproteins are found to extend to other systems.

Ferrichrome A
The well-characterised metalloprotein ferrichrome A has been studied between
0·98 and 300 K using a sample prepared with 5

7Fe-enriched material [25].
The iron is in a distorted octahedral environment of oxygens, and is in the
S = t iron(III) oxidation state. A single broad line is seen at 300 K and this
gradually widens into a fully resolved six-line pattern at 0·98 K. The spectrum
can be sharpened considerably by using an external magnetic field. The
method of freezing solutions of the protein in ethyl alcohol was used as a

(Refs. on p. 369]
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means of increasing the Fe-Fe separation, and this also sharpens the spec-
trum by slowing the dipole-dipole relaxation process. Detailed calculations
of relaxation effects on iron(III) ions were also made.

Ferredoxin
The ferredoxins are enzymes known to catalyse photochemical reactions in
plants and photosynthetic bacteria. The iron is of non-haeminic character and
is believed to be close to the active centre of the enzyme, but its chemical form
is not known with certainty. Spinach ferredoxin has a molecular weight of
about 12,000 with two iron atoms per molecule. The oxidised ferredoxin
shows a two-line spectrum corresponding to a quadrupole splitting of 0·6
mm S-l and a chemical isomer shift of --'{)·2 mm S-l [26, 27]. Application of
a 30-kG field at 1·5 K produces little magnetic broadening, confirming the
electronic state to be non-magnetic, i.e. an S = 0 iron(II) state [26]. Reduc-
tion of spinach ferredoxin produces a more complex spectrum from one
S = 0 iron(II) ion and one S = 2 iron(II) ion (Fig. 13.11) [26, 27]. The latter
component is broadened by a 30-kG field, whereas the former remains com-
paratively sharp and is thus non-magnetic. Neither of these species is con-
sistent with the observed e.s.r. spectrum, and it is possible that a third
configuration can occur in small amounts.

The ferredoxin from the green alga Euglena has been isolated containing
enriched 57Fe [28]. The two iron atoms appear to be identical, and in the
oxidised Euglena ferredoxin give a quadrupole splitting of 0·65 mm S-l at
4·2 K. The chemical isomer shift of 0·22 mm S-l (reI. to Fe) and the lack of
magnetic interaction in an external field confirm an S = 0 configuration.
The sign of e2qQ appears to be positive. The reduced form gives an unusual
complex magnetic spectrum at low temperature, which may be interpreted
approximately as the result of a single unpaired electron being shared by both
iron atoms.

A ferredoxin with a molecular weight of 6000 and seven atoms of iron per
molecule was extracted from Clostridium pasteurianum and oxidised samples
show similar spectra [29], although with some evidence for at least two iron
environments. An S = 1- configuration was proposed, but the confirmatory
experiment of applying a magnetic field and looking for magnetic effects has
not yet been carried out.

Chromatium high-potential iron protein contains four non-haeme irons
per formula weight of 10,074. Its oxidised form gives a quadrupole split-
ting of 0·82 mm S-l at 77 K, shows extensive electronic relaxation broad-
ening at 4·6 K, and is possibly in an S = 1- state [27]. The reduced form
contains the low-spin S = 0 iron(II) ion. Chromatium ferredoxin has be-
tween three and five iron atoms per formula weight of about 6000. The
oxidised form contains at least two distinct iron sites with slightly different
quadrupole splittings, but the oxidation state has not been distinguished
[Refs. on p. 3691
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as between 8 = 0 or 8 = -!-; by analogy with spinach ferredoxin it is
probably the former. The reduced ferredoxin contains about one-sixth of

85

o
Velocity /(mm 5-1)

Fig. 13.11 The Mossbauer spectra of oxidised and reduced spinach ferrodoxin at
4·6 K, showing the change in electronic configuration of only one of the iron atoms.
[Ref. 27, Fig. 5]

the iron in the 8 = 2 state. Clearly high-potential iron protein is quite
distinct from the ferredoxin series.

Xanthine Oxidase
The iron in xanthine oxidase is related to the ferredoxins and there are eight
iron atoms per molecule [30]. The oxidised xanthine oxidase appears to
contain all eight atoms in the low-spin (8 = 0) Fe(II) state as the small
unique quadrupole split spectrum is not affected by magnetic fields. Reduc-
tion with sodium dithionite (Na2S204) results in severe magnetic broadening

[Refs. on p. 3691
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which appears to arise from long relaxation times in a low-spin (S = t)
iron(III) ion. Although there is an apparent paradox in these results, it must
be remembered that reduction of the protein in general need not coincide
with reduction at the metal site.

Haemerythrin
The non-haeme protein haemerythrin is responsible for oxygen transport in
certain invertebrate phyla. It has a molecular weight of 108,000, comprising
eight sub-units, each containing two iron atoms which can bind one mole
of oxygen, possibly in a bridging manner.

Deoxyhaemerythrin shows only one environment with a sharp quadrupole
splitting at all temperatures above 4·2 K and from the chemical isomer shift
is clearly in the high-spin iron(JI) configuration [31]. Parameters are given in
Table 13.4.

Table 13.4 Mossbauer parameters for haemerythrin derivatives [31]

Compound S T!K ~ o(Fe)
!(mm S-I) !(mms- I)

deoxyhaemerythrin 2 195 2·75 1'11
77 2-81 1·19
4·2 2-89 1·20

thiocyanatohaemerythrin ,
77 1·81 0·52,-

aquohaemerythrin ,
77 1·57 0·46,-

oxyhaemerythrin • 77 {1'93 0·51., 1-03 0·48

4·2 f'92 0'54
1·09 0·51

The iron(III) thiocyanato-and aquo-haemerythrin derivatives both contain
only a single iron environment, despite the addition of only one thiocyanate
per two iron atoms in the former. The simple quadrupole split spectrum
is typical of a pair of coupled S = f spins as found for example in the
[Fe(salen)CI]2 and [Fe(salen)2]O systems already discussed in Chapter 6.
The diamagnetism of the coupled system was confirmed by the lack of mag-
netic splitting in a 5-kG field.

Oxyhaemerythrin cannot be prepared pure, and two high-spin ferric
quadrupole splittings were found whose relative intensity varied with the
treatment of the sample. Again, however, there was considerable evidence
in favour of two iron atoms coupled by an oxygen bridging unit to cause
overall diamagnetism.
[Refs. on p. 369]
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Nucleotides
Metals such as iron appear to play an essential part in the action of such
materials as ribonucleic acid (RNA), but as yet their precise role is not clear.
Some preliminary studies of the iron complexes with nucleotides have been
made [32, 33]. The iron(ll) and iron(IIl) complexes of adenosine mono-, di-,
and tri-phosphate for example have been studied in solutions at various pH
values by freezing the solutions [33]. The iron(III) spectra show no quadru-
pole splitting at low pH, but a detectable splitting of --{)'6 mm S-l at high
pH. It is presumed that at low pH the structure is a chelate involving only the
phosphate moieties of the adenosine nucleotide. At higher pH the ring
nitrogen atoms can become effective ligands. The iron(II)-adenosine tri-
phosphate complex appears to suffer partial oxidation as the pH is raised.

Nitrogen Fixation
Studies of the iron-bearing non-haeminic protein found in the cells of the
nitrogen-fixing bacteria Azotobacter vinelandii have shown that the spectrum
changes considerably if the bacteria are incubated under nitrogen instead of
argon [34, 35]. It thus appears that the iron plays a major role in the fixation
process.

In summary, it can be said that Mossbauer spectroscopy has already
proved of considerable use in the study of active centres in proteins, com-
plementing the data obtained from e.s.r. and other measurements, and that it
shows every promise for major application in the near future.
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14 Tin-119 

The total quantity of data available on the 1 19S n Mossbauer resonance is 
now quite considerable, but the application of this resonance has not had 
quite the same impact on chemistry as has that of 57Fe. In the latter isotope 
many of the effects observed result from the sensitivity of the 3d-orbitals to 
the chemical environment. However, these remain essentially non-bonding or 
anti bonding in all but the most covalent compounds, and thus retain a degree 
of identity which allows full and successful use of ligand field theory. We 
have already seen in Chapter 9 that the results on diamagnetic covalent 
compounds of iron are more difficult to interpret in detail, and this is also true 
for most of the compounds of tin since our knowledge of the chemical 
binding involved is equally rudimentary. The tin atom does not carry an 
intrinsic spin moment in any of its compounds, and consequently magnetic 
hyperfine splitting is only found in rather rare circumstances. In the absence 
of large applied magnetic fields, therefore, this considerably limits the 
information obtainable. 

It is also unfortunate that some of the early 119Sn data proved to be of 
dubious reliability when compared with later, more accurate measurements, 
and this has caused considerable difficulties in the present review and correla-
tion of the data. Nevertheless, the problems which have arisen in the inter-
pretation have stimulated considerable interest in many of the aspects of tin 
chemistry, and have undoubtedly inspired more intensive study of chemical 
binding in heavy elements of the Main Groups of the Periodic Table. 

14.1 y-Decay Scheme and Sources 
As shown in Fig. 14.1 the y-ray transition used for Mossbauer work is the 
23'S75-keV decay [1, 2] from the first excited state. The precursor is meta-
stable 119mSn which has a half-life of 250 days and can be prepared in adequate 
activity by neutron capture in isotopically enriched 1 18Sn. Because the capture 
reaction also results in considerable production of 119Sn in the ground state 
the preparation is not 'carrier-free' in terms of the resonant isotope. The 
23'SS-keV transition is a 1- -+ 1- magnetic dipole transition and as such may 

[Refs. on p. 424] 
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be expected to show similar hyperfine properties to 57Pe. The excited-state 
lifetime of 18·3 ± 0·5 ns [31 corresponds to a Heisenberg width of rr = 0'626 
mm S-1. In practice it is found that the velocity range needed for observation 
of hyper fine effects is about the same as that for 57Pe, and therefore the larger 
half-width for the resonance line causes a proportionate reduction in the 
resolution which can be achieved in complex spectra. 

The 23'88-keV ,,-ray is rather highly internally converted (otT = 5·12 [21. 
5· 13 [4]) but the basic decay scheme is uncomplicated and efficient counting 
can be achieved. The 65'66-ke V ,,-ray is even more strongly converted and is 
consequently weak in intensity; the resulting 25·04- and 25'27-keV X-rays can 

38'Oh 

lt~~Sn 

11 
2---------r-----~~-

I.T. 

Fig. 14.1 The decay scheme for 119Sn. 

be preferentially absorbed by using a palladium filter. The latter has a K-
edge for photoelectric absorption of 24·35 keY, intermediate between the 
unwanted X-rays and the required 23'88-keV ,,-ray. 

The nuclear parameters determining the probability of a recoilles~ event 
are closely matched to those of S7Pe, although the preponderance of organo-
metallic compounds in tin chemistry has meant that most measurements are 
made at liquid nitrogen temperature because of the low effective Debye 
temperature of these materials. It is not, however, difficult to obtain a source 
with an adequate recoilless fraction for use at room temperature. 

As already discussed in Chapter 12, it is not unusual for anomalous 
charge states to be produced following nuclear transitions involving electron 
[Refs. on p. 424] 
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capture. Fortunately, this complication is not important in 119mSn. In 
principle the internal conversion of the preceding 65·66-keV isomeric transi-
tion might be expected to produce such charge states in the subsequent Auger 
cascade, but in only one case has this effect been observed: the oxalate 
K6119mSnIV z(Cz0 4h.4HzO shows substantial tin(lI) content in the spectrum 
obtained using this compound as a source and barium stannate as the reso-
nant absorber. This is illustrated in Fig. 14.2, which includes spectra for 
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Fig. 14.2 Mossbauer spectra of (a) SnC20 4 and (b) K6Sn2(C20 4h.4H20 absorbers 
withBa 119mSn03 source; (c) K6 119mSn2(C20 4)7.4H20 sourceandBaSn03 absorber. 
Note the formation of both tin(U) and tin(IV) in the oxalate source. [Ref. 5] 

absorbers of K6Sn1v z(Cz0 4h.4HzO and SnIlCZ0 4 obtained with a barium 
stannate source for comparison [5]. Electronic changes in the oxalate ligands 
result from photochemical processes associated with the internal conversion 
which precedes the Mossbauer event; this results in the decomposition of the 
oxalate ions to carbon dioxide and the reduction of Sn(IV) to Sn(II). 

An alternative source preparation which has not been widely adopted is 
the 118Sn(d, n)119Sb reaction using lO-MeV deuterons in a cyclotron [6]. 
The 119Sb decays by electron capture with a 38-hour half-life to the 23·88-
keY level as shown in Fig. 14.1. 25-keV K-X-rays are also produced in the 
electron-capture process, so that in most respects the decay is similar to the 
119mSn transition. 

Historically, the 119Sn resonance was first reported in 1960 by Barloutaud 
MS-N [Refs. on p. 424J 
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et al. [7] for a source and absorber of p-tin at liquid nitrogen temperature. 
They used the 119mSn precursor, and their early studies included the detec-
tion of the recoilless Rayleigh scattering of the Mossbauer y-rays by non-
resonant materials such as aluminium [8, 9]. 

Several source matrices have subsequently found widespread use, and their 
chemical isomer shifts with respect to Sn02 are: 

Sn02 o·()() mm S-1 Mg2Sn 1'82 mm S-1 
BaSn03 o·()() o:-Sn (grey) 2'()() 
Pd/Sn (3%) 1·46 fJ-Sn (white) 2'56 

These figures are a personal selection after examination of all the data avail-
able, and values differing substantially from these are often quoted. As an 
example, the Sn02-p-Sn separation has been assigned a value as high as 
2·70 mm S-l. This is a reflection of inadequate standardisation in the velocity 
calibration of equipment which is still a significant problem. The recent 
tendency towards using s7Co/iron foil as a magnitude/linearity calibration 
is improving the absolute accuracy of 119Sn data. 

The two source matrices used for nearly all the early work were Sn02 and 
p-Sn, the former being generally adopted as the reference zero for the chemi-
cal isomer shift. Although giving a high recoilless fraction at room tempera-
ture (~'5), one of the main disadvantages of Sn02 for use as either a source 
matrix or an absorber standard is that its precise stoichiometry is difficult 
to define accurately. It is an n-type semiconductor with an excess of tin. 
Sn02 roasted in vacuum at 600°C shows a significantly broader line than a 
sample roasted in air at 1200°C, which may be presumed to be closer to 
stoichiometry [10]. 

The resonance linewidth of a sample of Sn02 (extrapolated to zero thick-
ness) has been found to increase in the temperature range 78-645 K [11], 
although there was no evidence for a unique quadrupole splitting which in 
any case would be unlikely to decrease with rise in temperature. This pheno~ 
menon is also likely to derive from changes in stoichiometry. The second-order 
Doppler shift approaches a limiting value of3' 5 X 10-4 mm s-1 per degree K 
in agreement with prediction. 

Claims for the conclusive detection of a unique quadrupole splitting in 
Sn02 have been made several times [12, 13], and one can certainly be gen-
erated under high pressure [14], but if such a splitting does exist it is on the 
limit of experimental resolution as determined by the Heisenberg width. 
The discrepancies reported in the literature must be due in part to differences 
in the stoichiometry of the samples used. 

Both (X-tin [15] and p-tin [16] have been used as sources, the latter giving a 
broader line because of a small unresolved quadrupole interaction, but both 
suffer from a very low recoil-free fraction at room temperature (f = 0·039 for 
p-tin). 

Mg2Sn has been occasionally used as a source but also suffers from a rather 
[Refs. on p. 424] 
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low recoil-free fraction (0·28 at 295 K, rising to 0·77 at 77 K) [17J, which 
necessitates either cooling of the source or long counting times. However, 
the linewidth for an Mg/19mSn/Mg2Sn experiment extrapolated to zero 
absorber thickness is 0·68 mm S-l, compared with a natural linewidth of 
0·63 mm S-l. 

A source matrix which shows no line broadening due to unresolved 
quadrupole splitting and which gives a large recoil-free fraction at room 
temperature is barium stannate, BaSn03 [18], and this is rapidly becoming 
the most popular source for tin Mossbauer spectroscopy. The J-fraction is 
0·6 at 293 K and 0·46 at 690 K. The source linewidth is close to the natural 
width [19]. A method of preparation has been detailed [19], and the material 
can also be used with high efficiency in a resonant counter [18]. 

Another useful source can be made using a 3% Sn-97% Pd alloy [20]. The 
latter has a face-centred cubic structure which places the tin atoms in a cubic 
environment. The linewidth is consequently close to natural, and the recoil-
free fraction is ,......()·42 at 297 K. 

Although the conventional experimental technique uses a transmission 
g&)metry and a scintillation or proportional counter, spectra have also been 
recorded using counting of the internal conversion electrons in a double-
lens p-spectrometer [21]; the source and absorber matrices were p-tin. 

A resonance scintillation counter in which the absorber is incorporated 
into a plastic scintillator (thereby enabling the conversion electrons produced 
following Mossbauer absorption to be counted), was developed for 119Sn 
work (see Chapter 3). It has not, however, been widely used, and the diffi-
culties in application have been outlined [22]. The method does have the 
significant advantage of giving a linewidth of somewhat less than the Heisen-
berg width, thereby conferring high resolution in cases where it can be 
applied. 

14.2 Hyperfine Interactions 
The Sign and Magnitude of 8R/R 
The observed range of chemical isomer shifts for the 119Sn resonance in 
compounds and alloys of tin falls within the limits of about -0·5 to +4'5 
mm S-l with respect to Sn02' Shifts of greater than 2·9 mm S-l are dia-
gnostic for tin in oxidation state II, while tin(IV) compounds give shifts below 
2·0 mm S-l. (The term 'tin(IV)' as used here also embraces 4-coordinate tin 
compounds which formally have lower oxidation states because of the pre-
sence of tin-tin bonds, e.g. Ph3SnSnPh3, which is a 4-coordinate tin(III) 
compound, and the cyclic compounds (Ph2Sn)~, which are again 4-coordinate 
but contain tin in the formal oxidation state II.) Metals and alloys fall in the 
region 1·3-3·0 mm S-l. The characteristic difference between tin(II) and 
tin(IV) has already been illustrated in Fig. 4.2. 

[Refs. on p. 424) 
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As already discussed in some detail in Chapter 3, the magnitude of the 
chemical isomer shift depends not only on the values of the electron density 
at the tin nucleus for the compounds being compared, but also on the value 
of the fractional change in nuclear radius on excitation to the 23'88-keY 
level, ~R/ R. Determination of the sign and magnitude of the nuclear con-
stant ~R/R has proved more difficult for 119Sn than for 57Fe because of the 
initial lack of accurate electronic wavefunctions for tin compounds. The 
various values which have been proposed are given in Table 14.1 in approxi-
mate chronological order [1, 23-29]. 

Table 14.1 Estimates for lJR/R in 119Sn 

104 lJR/R 

+1-1 
+1·9 
-1,6 
+3-3 
+1'2 
+0'92 
+3'5 
+3·6 

Method 

assumed ionic configurations 
electronegativity of X in SnX4 
molecular-orbital calculations 
experimental: 

internal-conversion electrons 
Hartree-Fock SCF calculations 
estimation of 4d10 and 4d105s 2 shifts 
molecular-orbital calculations 
molecular-orbital calculations 

Reference 

23 (1962) 
24 (1962) 
25 (1965) 

1 (1966) 
26 (1967) 
27 (1968) 
28 (1968) 
29 (1968) 

The first estimate was made by approximating to the 5s-electron density 
with the Fermi-Segre equation and adopting configurations of 5so5po and 
5s25po for SnF 4 and SnCl2 respectively [23]. The value derived was 
+ 1-1 X 10-4, which is smaller than the currently accepted value by a 
factor of three. Similar consideration of the tin(IY) compounds SnI4, 
SnBr4, SnCI4, Sn02, and SnF4 was used to obtain ~R/R = +1'9 X 10-4 
[24]. In this series there is an approximately linear correlation between the 
chemical isomer shift and the electronegativity differences between tin and the 
other element in each compound, but this is not as regular as was previously 
supposed. Deviations no doubt reflect the substantial variation in bond type 
throughout the series. 

Although one might naively conclude that an increase in 5s-occupation 
would lead to an increase in 1 "P.(O) 12, it has been pointed out that this need 
not necessarily be the case [30]. If there is also a concomitant radial expansion 
of the 5s-orbital due to an increase in covalency in the bonding, it is also 
feasible that the net result might be the reverse effect. This postulate was put 
forward for 119Sn using semi-quantitative reasoning on molecular-orbital 
principles, and would require that ~R/ R < 0 in order to interpret the 
chemical isomer shift of SnCI4, SnBr4, and SnI4 [251. However, approxima-
tions are necessarily involved in the calculations, and the result is determined 
by a partial cancellation of opposed terms, so that the sign of ~R/ R derived 
[Refs. on p. 424) 



HYPERFINE INTERACTIONS I 377 

is controlled by the numerical values adopted for the various disposable 
parameters. 

Controversies of this nature are best resolved by an independent deter-
mination which avoids using the same assumptions. Such a method was 
devised using data on the internal conversion properties of 119mSn. During 
y-emission the probability that internal conversion will take place, causing 
expulsion of an extra-nuclear electron, is proportional to the probability of 
finding that electron at the nucleus, i.e. on the value of /1J'n.(O) /2. Therefore, 
only s-electrons are normally involved in internal conversion, and their 
kinetic energy signifies in which shell they originated. The intensities of 
the various possibilities decrease sharply in the order K > L > M > N 
> 0 . •. In general the total probability for conversion will be almost 
independent of chemical environment in the heavy elements because of the 
dominance of the inner closed shells, but in 119Sn, for example, one might 
expect that the 0 conversion which involves the 5s-electrons might be 
dependent on environment. 

Such an effect has been found by comparing the intensities of the Nand 0 
conversion lines from 119Sn in (J-Sn and Sn02 [11. Conversion in the 0 shell 
is about 30% smaller in Sn02 than in white tin, thereby implying a similar 

s 
decrease in /1J's.(O) /2. The total value of:t /1J'n.(O) /2 must be calculated 

n~l 

using non-relativistic Hartree-Fock wave functions to allow for shielding of 
the inner shells by the 5s-electrons, and this reduces the value to 16%. 
Taking this in conjunction with the smaller chemical isomer shift of Sn02 as 
compared to (J-Sn enables 13RjR to be calculated as +3·3 x 10-4 • The 
possible error is of the order of 30%, but the sign is established unequivocally 
as positive. 

The earlier molecular-orbital work was then revised to conform with this 
value, although the possibility of shielding effects giving the opposite chemical 
shift to that anticipated in a particular series of compounds still cannot be 
ruled out [31]. 

A value of +0·92 x 10-4 was derived by Lees and Flinn who compared 
the difference in /1J's(O) /2 for the 4d 10(Sn4 +) and 4d 105s2(SnH ) atomic 
configurations with the chemical isomer shift values of K 2SnF6 (assumed 
to be wholly ionic), (X-tin (assumed to be precisely 5s15p3) and an estimated 
value for the chemical isomer shift of the completely ionic SnH configuration, 
which was taken to be 5·22 mm S-1 higher than that for K2SnF6 [27]. How-
ever, the assumed configurations cannot be adequately justified on chemical 
grounds; e.g. (X-tin is not restricted to an s-orbital occupation of unity by its 
tetrahedral coordination and more detailed calculations [28] suggest a 
configuration 5S1•2 5p2'8. 

The first of a series of more extensive molecular-orbital calculations used 
Hartree-Fock self-consistent field calculations, thereby deriving a value of 

[Refs. on p. 424] 
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bRjR = +1,2 x 10-4 [26], although the values of the chemical isomer 
shift established as reference points were basically those of Lees and Flinn 
and thus subject to the same criticisms. 

Probably the most significant orbital calculations at the present time are 
those which were made by the Pople-Segal-Santry self-consistent molecular-
orbital method using the complete set of 5s-, 5p-, and 5d-orbitals of tin [28]. 
The occupancies of the 5s-, 5p-, and 5d-orbitals were obtained, and the 
5s-electron density at the nucleus calculated from the Fermi-Segre equation 
(using a modified form of Burn's screening rules) for the assumed tetrahedral 
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Fig. 14.3 The chemical isomer shift (relative to ex-tin) plotted against the estimated 
5s-electron density at the nucleus for a series of tin(Iy) compounds. The slope of 
the line signifies that {)RI R is positive. [Ref. 28, Fig. 2] 

species SnCI4, SnBr4, SnI4, SnH4, SnMe4, SnCIMe3, SnBrMe3, SnIMe3; 
SnCI2Me2, SnH2Me2' SnH3Me, and the octahedral species SnP 62-, SnCli-, 
SnBr62-, and SnI62-. The experimental chemical isomer shift shows an 
approximately linear relationship with both the 5s-occupation number and 
the derived 5s-electron density at the nucleus as illustrated in Fig. 14.3. 
It is interesting to note that these results imply a direct proportionality of the 
Ss-electron density at the nucleus and the occupation number in tin com-
pounds. As already noted ex-Sn has the configuration 5S1' 25p2'8, and SnF62-
has the configuration 5S0'75pl'3Sdo'1 in contrast with the configurations 
SSlSp3 and Sso5po used in earlier, more qualitative arguments. The value of 
[Refs. on p. 424] 
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~R/R derived was +3·5 X 10-4 , which agrees well with the 'experimental' 
value derived from internal conversion data. The doubtful validity of using 
the Fermi-Segre equation in this context has since been circumvented by 
direct conversion of the orbital occupation numbers to electron densities at 
the nucleus using Hartree-Fock wavefunctions, although the value obtained 
for ~R/R remains virtually unaffected at +3·6 X 10-4 [29]. 

An alternative approach using a special type of LCAO molecular-orbital 
wavefunction proved to be less successful [32]. In both cases calculations are 
hampered by lack of adequate structural and wavefunction data. Analysis 
of the chemical isomer shifts in tin(II) compounds has not yet been sUccess-
fully achieved by such calculations. 

It is interesting to note an apparent anomaly in the data for ferroelectric 
barium titanate doped with either iron or tin. The lattice distortion on going 
to the ferroelectric phase affects the 57Fe resonance, the increase in chemical 
isomer shift being interpreted as a decrease in the s-electron density at the 
iron nucleus [33]. By contrast the corresponding increase in the chemical 
isomer shift which is seen in the 119Sn spectrum, implies an increase in the 
s-electron density at the tin nucleus [34]. Although one might naively be 
tempted to assume that the ferroelectric transition would influence the s
electron density at the iron and tin nuclei in the same sense, thereby implying 
that ~R/ R also had the same sign for the two nuclei, there is in fact no reason 
why the changes in chemical binding of tin and iron in the two phases should 
be even remotely similar, particularly in their influence on the s-electron 
density at the nucleus. The result cannot therefore throw serious doubt on 
the assignment of a positive value of ~R/ R for 119Sn. 

Quadrupole Moment 
Few attempts have been made to determine the excited-state quadrupole 
moment of 119Sn, in marked contrast to the numerous experiments on 57Fe 
discussed in Chapter 5. The only numerical estimate comes from the early 
work of Boyle et af. [23]. Tetragonal SnO can be partially oriented, and the 
resultant asymmetry in the quadrupole splitting shows that e2qQ is positive 
and lies along the crystal 'c' axis. The structure is known, and the tin atom 
has four equidistant oxygen neighbours which form the corners of a square, 
the tin itself being at the apex of a square pyramid. These observations were 
used to argue that any unequal occupancy of the p-orbitals would involve 
only the pz-orbital participating in the 'lone-pair' of electrons so that Q is 
negative in sign with a value of .-,-0·08 barn. However, our present know-
ledge of the bonding in stannous compounds is still too empirical to confirm 
this result analytically, and confirmatory evidence would be welcomed, 
though the sign of Q may well be correct. The quadrupole splitting in tin 
compounds is expected to be largely a function of the unequal occupancy of 
the 5p-orbitals resulting from covalent bonding in environments of low 

[RefS. on p. 424] 
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symmetry. Comparatively few data are available for inorganic compounds 
and these have not been interpreted in detail. Several unusual features are 
found in organotin compounds, and it is convenient to defer a full discussion 
of the quadrupole splitting in these compounds until Section 14.5. 

Magnetic Hyperfine Interactions 
Magnetic hyperfine splitting of the 119Sn resonance is only found in matrices 
where there is a polarising field external to the tin atom. This can be either 
an external applied magnetic field or a large internal magnetic field at a 
nearby magnetic ion. In the latter case the field at the tin atom is produced 
via induced spin polarisation of the otherwise spin-paired molecular orbitals 
involved in covalent bonding. 

Early attempts to observe magnetic splitting involved the use of external 
fields on non-magnetic metals, but gave poor results because of lack of 
resolutlOn [35,36]. The various estimates [36-44] of the excited-state magnetic 
moment made since then are given in Table 14.2, and were calculated assum-

Table 14.2 Estimates of the excited state magnetic moment, fl. 
(fl. = -1,046 n.m.) 

I"./(n.m.) 

+0·78 ± 0·08 
+0·83 ± 0·031 
+0'672 ± 0·025 
+0·75 ± 0·04 
+0·67 ± 0·01 
+0'68 
+0·70 ± 0·02 
+0·67 ± 0·01 

Method 

Mn2Snalloy 
Mn2Sn alloy; ex-Sn in 16-kG field 
119mSn/iron foil 
1'7% tin/iron alloy 
CaO'25 Y 2.75SnO.2,Fe4.75012 
Co2MnSn 
119mSn/Co metal 
Co2MnSn 

Reference 

37 
36 
38 
39 
40 
42 
43 
44 

ing the value of -1·046 n.m. for the ground-state moment. The most prob-
able value for fle appears to be +0·67 n.m., obtained from a particularly 
well-resolved spectrum (see Fig. 14.9) [40,41]. A typical determination used 
119mSn doped into an iron foil [38]. Magnetisation of the foil both parallel 
and perpendicular to the direction of the y-ray allows identification of the 
various components of the spectrum (Fig. 14.4). The large value of the ground-
state moment causes significantly larger line splitting for the observed 78· 5-kG 
internal field at 283 K than would be found in s7Fe. 

Combined Quadrupole/Magnetic Interactions 
Although intrinsic magnetic splitting is rarely found in the 119Sn resonance, 
the comparatively large magnetic moments of this isotope result in a large 
splitting from a field ofthe order of 50 kG. The applied magnetic field method 
can therefore be used to determine the sign of e2qQ in compounds with a 
resolved quadrupole splitting. 
[Refs. on p. 424] 
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Fig. 14.4 Spectra of an 119'"Sn/iron alloy magnetised parallel and perpendicular 
to the )I-ray. [Ref. 38, Fig. 3] 

In the case of 57Fe the external field acts as a pertubation on the quadru-
pole splitting, but this is not necessarily true for 119Sn so that the observed 
spectra are more complicated than the 'doublet-triplet' spectra of the former. 
In Figs. 14.5 and 14.6 are shown some typical computed curves for a random 
polycrystalline sample with e2qQ positive in sign, 'TJ = 0, and H either parallel 
or perpendicular to the axis of observation [45]. Appreciable asymmetry is 
not seen for quadrupole splittings of less than 1 mm S-1 and fields of less than 
30 kG, so that the sign of e2qQ is not determined under these conditions. 
The asymmetry parameter has almost no effect for values of'TJ less than 
0·6 and can only be determined in rare circumstances. 

Under the assumption that Q is negative in sign, one finds that e2qQ is 
positive for Pz, dz2, dxz , dyz and negative for Px, PY' dX2_y2, and dxY' This inter-
pretation has been used for several tin(II) and organotin(IV) compounds (see 
appropriate sections) and gives a satisfactory qualitative description of the 
bonding involved. 

14.3 Tin(II) Compounds 

The tin(II) oxidation state is comparatively unstable with respect to tin(IV), 
and relatively few compounds have been isolated. They are easily character-
ised in the Mossbauer spectrum by their high positive chemical isomer shifts 
with respect to Sn02 (,....,,2'3-4'1 mm S-1). However, the detailed interpre-
tation of stannous chemical isomer shifts has so far not been achieved. 

Several interpretations have adopted the naive assumption that tin(II) 
[Refs. on p. 424) 
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chloride has an outer electronic configuration closely approximating to 
5s2 [23, 46]. This is inconsistent with many of the physical properties of 
Snel2 , which undoubtedly shows much covalent character, and in particular 
with the crystal structure [47]. The local environment of the tin atom com-
prises two chlorine atoms at 2·78 A and a third at 2·66 A, so that the effective 

-2 0 +2 +4 +6 -6 -4 -2 0 +2 +4 +6 
Velocityj(mm 5-1) 

Fig. 14.5 Calculated 119Sn spectra for selected values of the quadrupole splitting 
[J1/(mm s- 1] and magnetic field [H /kG]. In all cases H is parallel to the direction 
of observation, 1J = 0, e2qQ is positive, and the assumed linewidth is 0·8 mm S-l. 
[Ref. 45, Fig. 11 

geometry is a chlorine-bridged pyramidal structure, although there are other 
chlorine neighbours at distances > 3 A. 

On chemical grounds alone, a decrease in positive shift towards a.-tin in a 
series of tin(II) compounds is compatible with an effective loss of 5s-electron 
density from the hypothetical 5s2 ion [48, 49]. The use of valence-bond 
theory and s-p hybridisation concepts give an approximate correlation 
[RefS. on p. 424] 
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between the chemical isomer shift and the % Sp3 character in the bonding, but 
the anomalous positions of SnO and SnF 2 suggest that, in cases where the 
Sn-ligand bond distance is very short, additional factors such as s-p mixing 
caused by crystal-field effects are involved [48]. In this way it is possible to 
derive [48] a hypothetical shift for the Sn2+(5s2) ion of 7·6 mm S-1 (reI. to 

-~ -4 -2 0 +2 +4 +6 -6-4 
Velocity/{mm S-I) 

Fig. 14.6 The calculations of Fig. 14.5 repeated with H perpendicular to the 
direction of observation. [Ref. 45, Fig. 2] 

Sn02), which is probably more realistic than other lower values given 
earlier [50]. In this connection it may be noted that the suggested correlation 
between chemical isomer shift and quadrupole splitting [50] makes erroneous 
assumptions about the stereochemistry of tin(I1) compounds. There is also 
no reason why one should assume a general relationship between s-electron 
density at the nucleus and the imbalance in the p-electron density in struc-
turally unrelated types. However, if one considers the tri-ligand stannates 

[Refs. on p. 424] 
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(SnL3 -) alone, such a relationship does appear to hold [51] and is illustrated 
in Fig. 14.7. Although it has been suggested that the observed quadrupole 
splitting can be related to the amount of p-character in the lone-pair orbital 
[23, 46] comparison of the known bond-lengths in SnF2, Na2Sn2Fs, SnS, 
K2SnCI4.H20, SnS04, and SnCl2 with the observed quadrupole splitting 
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Fig. 14.7 The correlation between the chemical isomer shift and the quadrupole 
splitting for some tri-ligand stannates (SnLa-). [Ref. 51, Fig. 1] 

has been held to suggest that it is asymmetrical p-occupation in the bonding 
orbitals of the distorted pyramidal unit which is responsible [51]. 

Inconsistency in interpretations [SO, 51] of the quadrupole splitting has 
been resolved by determining the sign of e2qQ to be positive in SnF2, SnO, 
SnS, Sn3(P04)2, and SnC20 4 by the applied magnetic field method [52]. 
Two typical spectra are shown in Fig. 14.8. These data agree with the assign-
ment of e2qQ for SnO [23], but refute other earlier conclusions regarding 
SnO and SnS [50] and SnF2 [51]. Under the assumption that the sign of 
e2qQ is determined only by the p-electron density, an excess of pz electron 
density over Px, py is indicated in all five compounds. This leads to the further 
conclusion that the dominant contribution to the electric field gradient 
arises from appreciable pz character in the non-bonding orbital of the tin(II). 

Tin(ll) Halides 
Two crystalline modifications of tin(II) fluoride are known [53]. The ortho-
rhombic form of SnF2 shows significantly different Mossbauer parameters 
from the better-known monoclinic form. In particular the smaller chemical 
isomer shift in the former is indicative of increased covalent character, while 
the larger quadrupole splitting suggests a more distorted environment about 
[Refs. on p. 424] 
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Fig. 14.8 119Sn spectra and simulated curves for (A) SnS at 4·2 K with a field of 
50 kG applied perpendicular to the axis of observation, and (B) SnCZ0 4 under the 
same conditions. [Ref. 52] 

the tin. The X-ray structure shows it to have the pyramidal coordination 
to three fluorine neighbours [54], The Mossbauer data are in Table 14.3, 
Since the majority of the tin(II) data has come from a single laboratory, 
values from this source are quoted where possible to maintain self-
consistency. The chemical isomer shifts are converted to Sn02 using the 
values on p. 374. 

The tin atoms in the pentafluorodistannate ion of the complex NaSn2 F s also 
adopt the distorted pyramidal geometry commonly found for tin(II) by 
having a bridging fluorine atom. This is at 2·22 A from the tin compared to 
2·07 A for the two non-bridging fluorines [55]. This phenomenon of two short 
and one long bond also appears to be a characteristic feature of tin(II), 

[Re/s. on p. 424) 



Table 14.3 Mossbauer parameters (80 K) of tin(II) halogen compounds 

Compound Il a/(mm S-I) a (Sn02) Reference /(mms- 1) /(mm S-I) 

SnF, (orthorhombic) 2-20 1·20 «(X-Sn) 3'20 53 
SnF2 (monoclinic) 1·80 1'60 «(X-Sn) 3'60 53 
NH4Sn,Fs 1'94 1'28 «(X-Sn) 3'28 49 
NaSn2F S 1·86 1·27 «(X-Sn) 3·27 49 
KSn2FS 1·96 1·21 «(X-Sn) 3·21 49 
RbSn2Fs 2·03 H3 «(X-Sn) 3'13 49 
CsSn2FS 2·06 1·07 «(X-Sn) 3'07 49 
Sr(Sn2F sh 1-69 1'34 «(X-Sn) 3'34 49 
Ba(Sn2F S)2 1-69 1'31 «(X-Sn) 3-31 49 
NH4 SnFJ 1·88 H8 «(X-Sn) 3-18 49 
NaSnFJ 1·84 1·07 «(X-Sn) 3·07 49 
KSnFJ 1'92 1·02 «(X-Sn) 3'02 49 
RbSnFJ 1·96 0'97 «(X-Sn) 2'97 49 
CsSnF3 2·00 0'93 «(X-Sn) 2·93 49 
Sr(SnF3h 1'75 H9«(X-Sn) 3·19 49 
Ba(SnF3h 1·87 1·08 «(X-Sn) 3·08 49 
PbF.SnFJ 1-66 1·22 «(X-Sn) 3'22 49 
Sr2SnlN03F7.2HlO 1·30 1'35 «(X-Sn) 3'35 56 
Pb2SnN03F s.2H2O 1·32 1'38 «(X-Sn) 3·38 56 
SnCl, 0 2·07 «(X-Sn) 4'07 58 
SnClz.2H2O ? 3'55 (Sn02) 3'55 15 
K 2SnCI4 .H2O .<0·6 1-64 «(X-Sn) 3·64 51 
SnBr2 0 1'93 «(X-Sn) 3-93 58 
SnBr2.2H20 0 3'74 (S002) 3'74 59 
SoI2 0 1'85 «(X-So) 3·85 58 
SO(NCS), 0 1·42 «(X-So) 3-42 58 
SnClF HO 1'68 «(X-Sn) 3-68 58 
Sn2ClFJ 1·29 1·30 «(X-Sn) 3-30 58 
SnBrF 0'96 1·54 «(X-Sn) 3'54 58 
Sn3BrFs 1'18 1·64 «(X-Sn) 3·64 58 
SnlF 0·76 1'56 «(X-Sn) 3·56 58 
Sn, IF3 1·34 1·52 «(X-Sn) 3·52 58 
Sn2BrCIa 0 1'94 «(X-So) 3'94 58 
SoICl 0·55 1·66 «(X-So) 3'66 58 
snmr 0 1·66 «(X-Sn) 3-66 58 
Sn2(NCS)F3 1·02 1·53 «(X-Sn) 3'53 58 
S02(NCS)CIa 0 1·88 «(X-Sn) 3-88 58 
S02(NCS)Br3 0 1·67 «(X-Sn) 3-67 58 
So,(NCS)IJ 0 1-69 «(X-Sn) 3·69 58 
SnF2.py 1'80 H4«(X-Sn) 3'14 62 
SnCIz.py 0·98 1·19 «(X-Sn) 3'19 62 
SoCIz.2py 1·49 1·02 «(X-Sn) 3·02 62 
pyH.SnCb 1·07 1·02 «(X-Sn) 3'02 62 
SnBr2'PY 0·70 1-35 «(X-Sn) 3·35 62 
SnBr2.2py 1·00 1'26 «(X-Sn) 3'26 62 
pyH.SnBr 3 <0·6 1·55 «(X-Sn) 3'55 62 
Sn(NCS)2.2py 1-39 H9«(X-Sn) 3-29 62 
pyH.So(NCS)J 0'90 H8«(X-So) 3-38 62 

[Refs. on p. 424] 
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The order of the chemical isomer shifts SnF 3 - < Sn2F 5 - < SnF 2 implies an 
increasing 5s-density and decreasing Sp3 character in the order stated [49]. 
For both SnF 3 - and Sn2F 5 - complexes there is a small variation in the 
chemical isomer shift with the polarising power of the co-cation. As the 
polarising power of the cation rises the covalent bond between tin and 
fluorine is weakened and the chemical isomer shift rises. Data are sum-
marised in Table 14.3. 

The similarity of the spectra of the compounds Sr2Sn2N03F7.2H20 and 
Pb2SnN03F 5.2H20 with those of the SnF3 - complexes suggests that the tin 
environment is similar and that both contain the SnF3 - anion [56]. 

The anhydrous halides SnCI2, SnBr2, and SnI2 probably have the same 
halide-bridged structure [57]. They show no significant quadrupole splitting 
and larger chemical isomer shifts than the fluoride [58]. Of the hydrated 
halides, SnCI2.2H20 contains pyramidal molecules of SnCI2.H20 as the 
structural unit [60], whereas in K2SnCI4 .H20 one finds the SnCl3 - anion 
[61]. 

A considerable number of ternary (mixed) tin(II) halides have been iden-
tified [58]. The Mossbauer parameters (Table 14.3) and X-ray data suggest 
that they are structurally derived from the parent compounds with a similar 
type of bridging structure. In the case of the ternary fluorides, the bridging 
atom is probably fluorine. 

The tin(II) halides form a number of stable 1 : 1 and 1 : 2 adducts with 
pyridine, as well as pyridinium tri-ligand stannates [62]. The SnX2 .2py 
complexes (X = CI, Br, NCS) lose one molecule of pyridine quite readily, 
and since there is only one empty p-acceptor orbital in molecular tin(II) 
complexes, this implies that it is either weakly bonded to the tin, or is present 
as lattice pyridine. The pyridine complexes and tri-ligand stannates show 
lower chemical isomer shifts (Table 14.3) than the parent halides because the 
replacement of the bridging anion by a unidentate ligand or anion causes an 
increase in the use of 5s-electrons in bonding. There is a large change in shift 
with formation of the 1 : 1 compound, but only a small decrease with addition 
of the second pyridine, consistent with the lability of the second group. 

Tin(Il) Compounds Containing Oxygen 
Rather less information is available for the oxide derivatives of tin(Il). The 
crystal structure of black, tetragonal SnO is known [63], and was referred to 
in Chapter 14.1 in the discussion of the nuclear quadrupole moment. The 
Mossbauer parameters are given in Table 14.4 together with those for SnS, 
which has a considerably distorted NaCllattice [64], SnSe (isostructural with 
SnS) [65], and SnTe, which has a cubic NaCllattice [66]. Application of high 
pressure to SnO causes the formation of some Sn02 and tin metal [67). A 
detailed lattice dynamical study of SnS between 60 and 320 K has shown 
evidence for a Karyagin effect [68]. 

[Reft. on p. 424J 



Table 14_4 Tin(II) compounds bonding to oxygen 

Compound ~ 3/(mm S-1) 3 (SnOz) Reference /(mms- 1) /(mm S-1) 

SnO (black) 1-45 0-71 (a-Sn) 2-71 69 
SnO (red) 2-20 0-60 (a-Sn) 2-60 69 
SnS 0-8 1-16 (a-Sn) 3-16 51 
SnSe 1-30 (a-Sn) 3-30 48 
SnTe 1-21 (a-Sn) 3-21 48 

NaSn(OH)3 2-29 0-60 (a-Sn) 2-60 69 
Ba[Sn(OH)3lz 2-22 0-49 (a-Sn) 2-49 69 
Ba[Sn(OH)3lz_2HzO 2-00 0-34 (a-Sn) 2-34 69 
Sr[Sn(OH)31z_2HzO 2-00 0-56 (a-Sn) 2-56 69 
Sr[Sn(OHhOSn(OH)z] 1-85 0-45 (a-Sn) 2-45 69 
Ba[Sn(OH)zOSn(OH)z] 1-86 0-41 (a-Sn) 2-41 69 

5SnO_2HzO 2-04 0-85 (a-Sn) 2-85 69 
SnaO(OH)zS04 2-00 0-57 (a-Sn) 2-57 69 
Sn304S04 1-94 0-91 «(X-Sn) 2-91 69 
Sn3(OHMN03h 1-85 1-43 (a-Sn) 3-43 69 
Sn4(OH)6CIz I-59 0-81 (a-Sn) 2-81 69 
Sn40 3Clz 1-46 1-09 «(X-Sn) 3-09 69 

SnS04 1-00 1-90 (a-Sn) 3-90 62 
SnS04_PY 1-07 1-42 (a-Sn) 3-42 62 

(HCOz)zSn I-56 1-05 «(X-Sn) 3-05 62 
(HCOzhSnpy I-56 0-95 (a-Sn) 2-95 62 
(HCOz)zSnpyz 1-80 0-94 (a-Sn) 2-94 62 
(MeCOz)zSn 1-77 1-21 (a-Sn) 3-21 71 
(MeCHzCOZ)2Sn 1-89 1-21 (a-Sn) 3-21 71 
(MeCHzCH2C02)ZSn* 1-86 1-20 (a-Sn) 3-20 71 
(MezCHCOzhSn* 1-84 1-23 (a-Sn) 3-23 71 
(Me3CCOZ)2Sn* 1-88 1-25 (a-Sn) 3-25 71 
~EtzCHCOz)zSn* 1-86 1-24 (a-Sn) 3-24 71 
(CHzCIC02)2Sn 1-66 HO(a-Sn) 3-10 71 
(CHCI2C02)zSn 1-64 1-38 (a-Sn) 3-38 71 
(CCbC02)zSn* 1-78 H9 (a-Sn) H9 71 
(CHzFC02)2Sn 1-76 1-00 (a-Sn) 3-00 71 
(CHF2C02)ZSn 1-75 H5 (a-Sn) 3-15 71 
(CF3C02)ZSn* 1-76 1-06 (a-Sn) 3-06 71 
(MeCHCIC02)zSn* 1-70 H2(a-Sn) H2 71 
(CH2CICHzCOz)2Sn* 1-83 1-17 (a-Sn) 3-17 71 

KSn(HCOZ)3 1-95 1-03 (a-Sn) 3-03 71 
RbSn(HC02h 1-95 0-95 (a-Sn) 2-95 71 
CsSn(HC02h 1-86 0-80 (a-Sn) 2-80 71 
NH4Sn(HC02h 1-95 0-92 (a-Sn) 2-92 71 
KSn(MeC02)3 2-02 0-73 (a-Sn) 2-73 71 
RbSn(MeCOZ)3 1-83 0-90 (a-Sn) 2-90 71 
CsSn(MeC02h 1-75 0-97 (a-Sn) 2-97 71 
NH4Sn(MeC02h 1-75 0-74 (a-Sn) 2-74 71 
Mg[Sn(MeC02)31z 1-94 0-80 (a-Sn) 2-80 71 
Ca[Sn(MeC02)3lz 2-03 0-80 (a-Sn) 2-80 71 
Sr[Sn(MeCOZ)3lz 1-94 0-64 (a-Sn) 2-64 71 
Ba[Sn(MeC02hlz 1-87 0·77 (a-Sn) 2-77 71 
KSn(CH2CIC02)3 1-97 0-84 (a-Sn) 2-84 71 

[Rejs_ on p_ 424] 
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Compound ~ 8/(mm S-l) 8 (Sn02) Reference /(mm S-l) /(mm S-l) 

RbSn(CH2CIC02)3 1-90 0'76 (IX-Sn) 2·76 71 
CsSn(CH2CIC02)3 1-93 0'75 (IX-Sn) 2-75 71 
N14Sn(CH2CIC02)3 1'88 0'79 (IX-Sn) 2·79 71 
Ca[Sn(CH2ClC02)3]2 1-99 0'86 (IX-Sn) 2-86 71 
Sr[Sn(CH2ClC02)3h 1'96 0·73 (IX-Sn) 2·73 71 
Ba[Sn(CH2CIC02)3h 1'92 0'75 (IX-Sn) 2·75 71 
KSn(CH2FC02h 1'97 0'81 (IX-Sn) 2-81 71 
NH4Sn(CH2FC02)3 1'93 0'74 (IX-Sn) 2-74 71 

SnHP03 1·60 1-10 (IX-Sn) 3-10 72 
Na4Sn(HP03h 1'54 0·67 (IX-Sn) 2·67 72 
K4Sn(HP03h 1-74 1·05 (IX-Sn) 3·05 72 
Rb~n(HP03)3 1-80 0'83 (IX-Sn) 2-83 72 
Cs4Sn(HP03h 1'70 0'70 (IX-Sn) 2-70 72 
(NH4)~n(HP03h 1'70 0'89 (IX-Sn) 2-89 72 

o-phenylenedioxytin(II) 1'76 2'95 (Sn02) 2-95 73 
3-Me-l,2-phenylenedioxytin(I1) 1'89 3-13 (Sn02) 3-13 73 
2,2' -diphenylenedioxytin(I1) 1'98 3-13 (Sn02) 3·13 73 
2,3-naphthalenedioxytin(II) 1'82 3'08 (Sn02) 3·08 73 

* Frozen solutions. 

Addition of hydroxide ion to solutions of tin (II) compounds precipitates a 
basic salt in which extra hydroxide replaces the retained anion to give 
hydrous tin oxide, itself soluble in excess of alkali to yield trihydroxostan-
nates (II) [69]. The predominant species in solutions at low pH is known to be 
Sna(OH)42 +. The chemical isomer shifts for the trihydroxostannates(II) are 
the lowest values observed for tin (II) compounds, and at the same time are 
associated with some of the largest quadrupole splittings. The compounds 
are similar in some respects to the trifluorostannates(II). The compounds 
Sna(OHMNOah. SnaO(OH)2S04, and SniOH)6Clz give very different 
spectra and obviously do not contain the same structural unit about the tin 
atoms. 

Tin(II) sulphate, SnS04' has a complex structure in which the tin has twelve 
oxygen nearest neighbours, although the three shortest interatomic distances 
are in a pyramidal arrangement [70]. It has a very large chemical isomer shift, 
comparable with those of the dihalides, and a moderate quadrupole inter-
action (I'OO mm S-I). 

The tin(II) carboxylates (RC02hSn all show a quadrupole splitting in the 
range 1·6-1·9 mm S-1 with a chemical isomer shift of 3,0-3,3 mm S-1 [71]. 
Other chemical evidence favours identical structures for the series with a 
3-coordinated distorted pyramidal tin environment, probably involving 
intermolecular carboxylate bridging with one bond longer than the other two. 
This would also be compatible with the large quadrupole splitting. 

[Refs. on p. 424] 
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The tricarboxylatostannates(II) show smaller chemical isomer shifts than 
the normal salts as indeed do the fluorides, chlorides, and phosphites [71). 
The parameters show a small dependence on the cation. Once again a dis-
torted pyramidal structure is thought probable. 

The phosphite complexes M4Sn(HPOah (M = Na, K, Rb, Cs, and NH4) 
also give values compatible with a distorted pyramidal geometry [72]. 

Spectra have been given for four tin(H) complexes with oxygen heterocyclic 
ligands, and the parameters (summarised in Table 14.4) are typical of the 
oxidation state [73], although definite structural data are lacking. 

14.4 Inorganic Tin(IV) Compounds 

The chemistry of tin(lV) is dominated by the organometallic derivatives dis-
cussed in the next section. The inorganic compounds fall into two main 
classes: (a) the tetrahalides and their derivatives, and (b) oxide phases includ-
ing nonstoichiometric compounds. 

Tin(lV) Halides 
Of the simple tetrahalides, SnF 4 is exceptional in that the tin atom is 6-
coordinated, being surrounded by two trans-non-bridging and four bridging 
fluorines [74]. The non-cubic symmetry results in a large quadrupole splitting 
(see Table 14.5). The other halides, SnCI4, SnBr4' and Snl4 are 4-coordinate in 
the solid state and, although the structure of SnBr4 shows the four bromine 
atoms to be inequivalent [75], all three compounds show an essentially unsplit 
resonance line at 80 K. As can be seen from the figures in Table 14.5, the 
chemical isomer shift increases as the electronegativity of the halogen de-
creases, and as detailed in Section 14.2, the nearly linear relationship found 
was used in the early derivation of values for IJR/ R. 

Snl4 is one of the few compounds for which the Mossbauer spectra of all 
the elements comprising the compound have been recorded [77]. The inten-
sity of the 119Sn resonance between 85 and 220 K was used to derive an 
effective Debye temperature of 166 K which contrasts with the equivalent 
value for the iodine of 85 K. The structural implications will be discussed 
more fully on p. 478 in connection with the latter isotope. The results were 
later used to predict the specific heat C p of Snl4 [78]. 

Salts of the hexa-halogeno anions, SnF62-, SnCI62-, SnBr62-, and 
Sn162- show an increase in the chemical isomer shift in the order given 
because of decreasing electro negativity of the ligand, although the values are 
lower than in the corresponding SnX4 compound. No quadrupole splitting 
is found, which is consistent with octahedral symIl\etry, and the cations do 
not show a significant influence [79-82). The [Me4N]+ salts of the octahedral 
anions SnCI62-, SnBr62-, SnI62-, SnCI4Brl-, SnCI2Br42-, SnCI2142-, and 
SnBr2li- all show single lines (although splitting would be anticipated in 
[Refs. on p. 424] 



Table 14.5 Inorganic tin(IV) haflde derivatives 

Compound d aj(mms- 1) 
S(Sn02) Reference /(mm S-I) /(mms- 1) 

SnF" 1·66 -0·47 (Sn02) -0·47 76 
SnCI" 0 0·85 (Sn02) +0·85 15 
SnCI".5H2O 0 0·25 (Sn02) +0·25 15 
SnBr" 0 1-15 (Sn02) +1-15 15 
SnI" 0 1·55 (Sn02) +1·55 77 

Li2SnF6 0 - 3-15 (,8-Sn) -0·59 79 
Na2SnF6 0 -0·48 (Sn02) -0·48 80 
K2SnF6 0 -3·15 (D-Sn) -0·59 79 
Rb2SnF6 0 -3·01 (,8-Sn) -0·45 79 
CuSnF6 0 -3·05 (D-Sn) -0·49 79 
FeSnF6 0 - 3·09 (O-Sn) -0·53 79 
SrSnF6 0 - 3·02 (,8-Sn) -0·46 79 
BeSnF6 0 - 2-96 (,8-Sn) -0·40 79 
(N02)2SnF6 0 - 2-9 (,8-Sn) -0·3 79 
(NO)2SnF6 0 -3·0 (p-Sn) -0·4 79 
(H3O)2SnF6 0 -3·0 (fJ-Sn) -0·4 79 

H2SnCI6 0 +0·50 (Sn02) +0·50 80 
K2SnCI6 0 +0·45 (Sn02) +0·45 80 
Rb2SnCI6 0 +0·43 (Sn02) +0·43 80 
Cs2SnCI6 0 +0·45 (Sn02) +0·45 80 
(N~hSnCI6 0 +0·48 (Sn02) +0·48 80 
MgSnCI6.6H2O 0 +0·49 (Sn02) +0·49 81 
CaSnCI6.6H2O 0 +0·46 (Sn02) +0·46 81 
[MeNH3hSnCI6 0 +0·50 (Sn02) +0·50 82 
[Me4NhSnCI6 0 +0·50 (Sn02) +0·50 82 

(NH4)2SnBr6 0 +0·80 (Sn02) +0·80 80 
K2SnBr6 0 +0·75 (Sn02) +0·75 80 
[Me4N]2SnBr6 0 +0·87 (Sn02) +0·87 82 
[Et4N]2SnBr6 0 +0·86 (Sn02) +0·86 83 
Rb2SnI6 0 + 1·35 (Sn02) +1·35 80 
[Me4N]2SnI6 0 + 1·25 (Sn02) +1·25 82 
[Me"N]2Sn(N 3)6 0 +0·48 (Sn02) +0·48 83 
[Me4NhSnC14Brz 0 +0·66 (Sn02) +0·66 83 
[Me"N]2SnCI4I2 0 +0·53 (Sn02) +0·53 83 
[Me4NhSnCI2Br4 0 +0·74 (Sn02) +0·74 83 
[Me4N]2SnBr4Iz 0 +0·89 (Sn02) +0·89 83 
[Me4N]2SnCI2I4 0 +1-17 (Sn02) +1·17 83 
[Me4N]2SnBr2I4 0 + 1·35 (Sn02) +1·35 83 

(Ph3C)SnCIs 0·460 +0·63 (Sn02) +0·63 84 
(Ph3C)SnBrs 0 +0·99 (Sn02) +0·99 84 
[( p-MeC6H4)PhzC]SnCIs 0·671 +0·47 (SnOz) +0·47. 84 

SnF4.2CIFJ 1·5 - 3·05 (p-Sn) -0·49 79 
SnF4.2BrFS 1-15 - 3·02 (p-Sn) -0·46 79 
SnF".2BrF3 0·87 -3·00 (,8-Sn) -0·44 79 
SnF".2IFs 1·08 - 3-36 (,8-Sn) -0·80 79 
SnF4.BrF3 1·3 - 3·0 (,8-Sn) -0·4 79 
SnF,,(oxinHh 0 -0·08 (Sn02) -0·08 91 
SnCI".2(Me2N)3PO 0·70 - 1 ·21 (Pd/Sn) +0·31 89 
SnCI4.2Ph3PO 0·50 -1-17 (Pd/Sn) +0·35 89 

[Refs. on p. 4241 
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Table 14.5 (continued) 

Compound Ll 8/(mm S-l) 8 (SnOz) Reference /(mm S-l) l(mms- 1) 

SnCI4.2MezSO 0 -1-15 (Pd/Sn) +0·37 89 
SnCI4.2(MezN)zCS 0 -0·82 (Pd/Sn) +0·70 89 
SnCI4.2BU"3P 1·0 -0·65 (Pd/Sn) +0·87 89 
SnCl4.2py 0 -1·01 (Pd/Sn) +0·51 89 
SnCI4.(C4HaN)aPS 0 -1·09 (Pd/Sn) +0·43 89 
SnCl4.bipy 0 +0·42 (SnOz) +0·42 82 
SnCl4•enz 0 +0·50 (Sn02) +0·50 76 
SnCl4.thfz 0 +0·70 (SnOz) +0·70 76 
SnCl4.thsz 0 +0·81 (SnOz) +0·81 76 
SnCI4.( oxinHh 0 +0·30 (Sn02) +0·30 82 
SnC14(sa1Hh HO +0·43 (SnOz) +0·43 91 
SnClioxin) 0 +0·34 (SnOz) +0·34 91 
SnCIz(sal)z 0 +0·23 (SnOz) +0·23 91 
SnCI4.2MeCN 0·70 +0·43 (SnOz) +0·43 90 
SnCI4.2MeOH 0·70 +0·43 (SnOz) +0·43 90 
SnCI4.2MezCO 0 +0·40 (SnOz) +0·40 90 
SnCI4.2EtzO HO +0·45 (SnOz) +0·45 90 

SnBr4.2(MezNhPO 0·70 -0·96 (Pd/Sn) +0·56 89 
SnBr4.2PhaPO 0·61 -0·89 (pd/Sn) +0·63 89 
SnBr4.2MezSO 0 -0-86 (Pd/Sn) +0·6() 89 
SnBr4.2(MezN)CS 0 -0·58 (Pd/Sn) +0·94 89 
SnBr4.2PhaP 0·66 -0·89 (Pd/Sn) +0·63 89 
SnBr4.2py 0 -0·78 (Pd/Sn) +0·74 89 
SnBr4.(C4HaN)apS 0 -0·90 (Pd/Sn) +0·62 89 
SnBr4.bipy 0 +0·66 (SnOz) +0·66 82 
SnBr4.enZ 0 +0·43 (SnOz) +0·43 76 
SnBr4(oxinHh 0 +0·65 (SnOz) +0·65 91 
SnBr4(salHh 1-22 +0·73 (SnOz) +0·73 91 
SnBrz(oxin)z 0 +0·44 (SnOz) +0·44 91 
SnBrz(salh 0 +0·28 (SnOz) +0·28 91 

SnI4.enz 0 +0-43 (SnOz) +0-43 76 
Snlz(oxinh 0 +0·61 (SnOz) +0·61 91 
Snlz(salh 0 +0·41 (SnOz) +0·41 91 

en = ethylenediamine ths = tetrahydrothiophene salH = salicylaldehyde 
thf = tetrahydrofuran oxinH = 8-hydroxyquinoline 

the mixed species) with chemical isomer shifts which are a linear function of 
the sum of the Pauling electronegativities [83]. SnF62-, SnBr4I22-, and 
SnC14I22- deviate from this relationship, however. 

A number of complexes of the SnCls - and SnBr 5 - anions with carbonium 
cations have been prepared and show a quadrupole splitting which is usually 
below resolvable limits [84], the highest recorded value being 0·67 mm S-l in 
the p-tolyldiphenylcarbonium salt of SnC1s - . 

The bis-adducts of the tetrahalides with various organic and inorganic 
ligands, SnX4L2, may all be presumed to have an octahedral geometry. 
[Refs. on p. 424] 
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SnC14.2py is known from its X-ray structure [85] to have a trans-configura
tion, and is isomorphous with SnBr4.2py. By contrast the compounds 
SnCI4.2MeCN [86], SnCI4.2POCI3 , [87], and SnC14.2SeOClz [88] all have a 
cis-configuration. In all cases one would expect to find a sizeable quadrupole 
splitting, but in practice a splitting is resolved in only a small fraction of the 
large range of complexes studied. A selection of the available data is given in 
Table 14.5. Quadrupole splittings have been recorded for SnF4 with halogen 
fluorides, and for SnCl4 and SnBr4 with Qxygen and phosphorus donor atoms 
but not with nitrogen and sulphur. In no case is the splitting large. This rather 
unexpected result will be considered more fully in Chapter 14.5 in the dis-
cussion of organometallic compounds. 

A considerable number of derivatives of 8-hydroxyquinoline (oxinH) 
and salicylaldehyde (saIH) have been examined [91]. The basic types are 
SnXz{oxinh, SnXz{sal)z, SnCI4_ n(oxin)n (n = 0-4), SnX4.20xinH, and 
SnX4.2saIH, the majority ofthem showing no detectable quadrupole splitting. 
Possible stereochemistries have been suggested. 

From the chemical isomer shift data it can be seen that the coordination of 
ligands reduces the s-electron density at the tin nucleus; the effect depends 
on the donor atom and decreases in the approximate sequence 0 > N > S 
> P for the tetrachloride. The effect is less regular though still pronounced in 
the bromide. The suggestion has been made that the lack of a quadrupole 
splitting probably indicates a cis-configuration, but this does not explain the 
lack of splitting in SnCI4.2py, whiclfis known to be trans-, or the com-
paratively large splitting in SnCI4.2MeCN, which is known to have a cis
configuration. 

The adducts of SnF 4 with solvents such as diethyl ether, pyridine, and 
dimethylsulphoxide have been shown to be of the type SnF 4L2 in frozen 
solutions [92], and these also give no quadrupole splitting. Complexes which 
are nominally SnF 4L are probably mixtures of SnF 4 and SnF 4LZ, with the 
exception of SnF 4.thf, which is characteristically different and may be 
5-coordinate. 

The reaction of LiAIH4 with SnCl4 in diethyl ether at low temperature can 
be followed in the Mossbauer spectrum [93]. The initial SnCl4-etherate 
complex has a chemical isomer shift intermediate between the final product 
SnH4 and an intermediate compound assumed to be Sn{AIH4)4' At -100°C 
the reaction is slow, but at -80°C the Sn(AIH4)4 is gradually formed, and this 
decomposes slowly to SnH4 at -40°C. tJ-tin is the end-product at -35°C. 

The spectrum of a frozen aqueous solution of O'2M SnCl4 shows similar 
anomalous changes in the line intensity with temperature to those previously 
observed in solutions of iron salts [94]. 

Silver chloride doped with 11 9Sn gives an unsplit resonance line [95]. A 
model has been proposed involving Sn4+ at an interstitial site surrounded by 
four cation vacancies. 

[Refs. on p. 424] 
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Tin(lV) Oxides 
The use of Sn02 and BaSn03 as source matrices has already been mentioned 
in Section 14.1 and their Mossbauer characteristics are discussed there. The 
perovskite stannates BaSn03, SrSn03, and CaSn03 show a single resonance 
line unshifted from Sn02 [96]. Spectra have been recorded over the tempera-
ture range 78 K to 1020 K, and the recoil-free fraction remains substantial 
throughout this range. Some anomalous line broadening occurs above 
650 K, possibly as a result of a change in structure or partial chemical 
reduction. At high temperatures the observed second-order Doppler shift is 
3·2 X 10-4 mm s-1 K-1. 

The stannates M2Sn207 (R = La, Y, Pr, Nd, Sm, Eu, Gd, Tb, Dy, Ho, 
Er, Tm, Vb, Bi) show varying degrees of line broadening which are probably 
due to small unresolved quadrupole interactions [97, 98]. 

The spinel oxides SnC020 4, SnMg20 4, SnZn204, and SnMn204 are all 
inverse with Sn(IV) on the trigonally distorted B sites [99]. Accordingly the 
119Sn spectra show quadrupole splittings ofl·OO, 1'10,0'75, and 1'10 mm S-1 
respectively, the chemical isomer shifts being about 0·1 mm s -1 higher than 
in Sn02. 

In the phase xMg2Sn04-(1 - x)MgFe204' magnetic interaction is seen 
in both the s7Fe and 119Sn resonances for x:> 0·3 (in the case of tin as a 
result of an induced polarisation by the magnetic cations) [100]. However, in 
both instances randomisation effects prevent the appearance of a unique 
magnetic field, and the resonance lines are broadened. Similar effects are 
found in the system MgFe204-MnFe204 when doped with 119Sn [101]. 

In the ferrite Ni1-12sFe1.7SSnO.12S04 the 119Sn shows fields of >250 kG 
at 80 K [102]. These have been ascribed to a combination of both indirect 
A-B and direct B-B exchange interactions. The field strength is dependent 
on the number ofNj2+ ions on B sites in the neighbourhood of the tin atom. 
The lattice dynamical properties of the MnFe204-ZnFe204 phase have 

been studied above the Curie temperatures by measuring the recoil-free 
fraction in samples doped with 5% 119Sn0 2 impurity [103]. It was found 
that f is higher in those samples with high Curie points, and that it decreases 
considerably with increasing zinc content. 

Substitution of Sn4+ for FeH in yttrium iron garnet gives the oxide 
CaO.3Y2.7SnO'3Fe4.7012' At room temperature and liquid nitrogen tem-
perature the tin is found to be in an internal magnetic field of 152 and 210 kG 
respectively [104]. The fields are generated by the polarisation of the electrons 
of the tin atom by the exchange fields of the unpaired 3d-electrons on the 
iron atoms, thereby causing an imbalance in the spin density at the tin nucleus 
and a Fermi contact interaction. An independent investigation of the com-
position CaO.2S Y 2.7SSnO'2SFe4.7S012 using both the s7Fe and 119Sn reson-
ances showed that the hyperfine fields at the two iron sublattices and at the 
tin all decrease with increasing temperature and reach zero simultaneously 
[Refs. on p. 424J 
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at the Curie temperature [40, 41]. The published spectrum at 77 K for this 
sample is the best example of a resolved magnetic hyperfine spectrum in 119Sn 
available, and is shown in Fig. 14.9. The value of the magnetic field is appar-
ently unique despite the nonstoichiometry of the oxide. 

Continued substitution of tin in the octahedral a sublattice in the phase 
Cax Y 3 _ xSnxFes _ x012 might be expected to weaken the a-d exchange inter-
actions, and in Fig. 14.10 this effect is clearly seen in a series of spectra at 

180~ __ ~~ ____________ ~ ______________ ~ ____ ~ 
-15 0 15 

Velocity/lmm S-l) 

Fig. 14.9 Spectrum of CaO.25 Y 2'75Sno'25Fe4'75012 at 77 K, showing induced mag-
netic splitting of the 119Sn resonance. [Ref. 41, Fig. 1] 

77 K by a collapse of the magnetic hyperfine splitting with increasing tin 
substitution [105]. The variation of the magnetic field with composition is 
summarised in Table 14.6. At high tin content the hyperfine field arises mainly 
from polarisation at the tin by an a-d exchange interaction, but at low tin 
content there also appears to be an a-a exchange which is of opposite sign 
to and smaller than the a-d interaction. The observed field at the tin nuclei 
in a sample with x = 0·25 increases in an applied field of 15 kG [106]. The 
ferrite is completely polarised in such a field with the larger moment (d site) 
parallel to the applied field and the a site moment antiparallel to it. The 
inference which can be drawn is that the field at the 11 9 Sn nuclei is positive 
in sign. 

[RejS. on p. 424] 
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Pig. 14.10 Spectra for Ca"Y 3_"SnzFes_,,012 showing the collapse in the hyperfine 
field as x increases: (1) x = 0'1, (2) x = 0'3, (3) x = 0'5, (4) x = 0'7, (5) x = 0'9, 
(6) x = 1·2, (7) x = 1·5. {Ref. 105, Fig. 1] 
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The gadolinium iron garnets CaxGd3 - xSnxFes - x012 are similar to the 
yttrium system [107], the main difference being that both the gadolinium (c) 
and iron (a and d) sublattices carry a magnetic moment. That on the c-Iattice 
is opposite in direction to that of the a-sublattice and any c-a exchange would 
reinforce the a-a exchange and thereby reduce the observed field. The experi-
mental values for the yttrium and gadolinium systems are identical (Table 
14.6), clearly demonstrating that the c-a exchange interaction in these garnets 
is very weak. 

The temperature dependence of the magnetic properties of these systems is 

Table 14.6 Variation of the mag-
netic field with composition in 
garnets 

CaXY3-xSnxFes-X012 

x H(295 K) H(77K) 
IkG IkG 

0·1 159 210 
0·3 152 210 
0·5 128 201 
0·7 94 188 
0·9 35 135 
1·2 0 26 
1·5 0 0 

CaxGd3-"snxFes-X012 

x H(290K) H(77K) 
IkG IkG 

0'1 163 208 
0'3 155 204 
0'9 30 137 

also of considerable interest. At low temperatures the total magnetisation is 
dominated by the rare-earth element but at high temperatures it is dominated 
by the contribution from the iron, there being a so-called compensation point 
at which temperature the net magnetisation is zero. The value of the field at 
the tin nucleus in a sample with x = 0·3 proves to be -184 kG at 95 K and 
+ 148 kG at 300 K [108]. This means that the field at the tin nucleus is strongly 
linked to the iron sublattice so that reversal in direction of the total magnetic 
moment of the sample produces an effective reversal in sign of the field at the 
tin site. 

The s7Fe and 119Sn resonances have been recorded in the sulphide 
CU2FeSnS4 and establish the oxidation states as Cu+ 2Fe2+Sn4+S4 [109] (see 

[Refs. on p. 4241 



398 I TIN-119 

also p. 285). The tin chemical isomer shift is + 1·48 mm S-1, at room tem-
perature and the quadrupole splitting zero because of the tetrahedral site 
symmetry. 

The broad linewidth of the 119Sn resonance has discouraged the use ofthis 
resonance in impurity studies, but some work has been done. Dilute solid 
solutions of 119Sn in NiO, Cr203, V20 S' Sb20 s, and Mo03 give single lines 
unshifted from Sn02 [110]. In the case of NiO and Cr 203 magnetic broaden-
ing is found below the Neel temperatures. 

The occurrence of spontaneous polarisation in ferroelectric crystals of the 
type BaTi03 is usually attributed to an anomalous decrease in the frequency 
of long-wave oscillations in the crystal lattice on approaching the phase-
transition point from the paraelectric region. This change in the optical 
branch of the phonon spectrum might be expected to cause a significant 
change in the Mossbauer recoil-free fraction and the effect has been demon-
strated in BaTi03 doped with 1-2% Sn [111, 112]. The recoil-free fraction 
decreases sharply by about 10% on approaching the Curie point (390 K) 
from the paraelectric region and passes through a minimum. Similar studies 
on the BiFe03-SrSn03 perovskite phase [113] and the Mn-substituted series 
BiFe03-Sr(Sno'33Mno.67)03 [114] appeared to show a sharp drop in/at the 
Curie point, but more careful examination revealed the presence of fields of 
up to 200 kG at low temperatures which, because of inhomogeneities, cause 
drastic smearing of the spectrum [114]. Such gross broadening was not found 
in BaTi03, but a small 'quadrupole broadening' was reported which de-
creased to zero in the region immediately below the Curie temperature. 

A source of Mg2Sn04 produced by neutron irradiation shows auxiliary 
lines at chemical isomer shifts of -5'0, +3'6, and +6·2 mm S-1 reI. to 
Sn02 (signs are those for conventional absorber definition) due to radiation 
damage [115]. The line at +3'6 mm S-1 (also reported in independent 
investigations [116, 117]) is the strongest impurity and derives from a tin(H) 
oxidation state, but the other two lines have not yet been identified. Similar 
radiation damage has been seen in Sn02 [118]. 

The spectra of 119Sn in alkali-tin-silicate and borate glasses show small 
chemical isomer shifts from the Sn02 resonance as well as line broadening 
which can sometimes be resolved as a quadrupole splitting [119]. This pro-
vides some evidence for the presence of non-equivalent Sn-O-Si and Sn-O-B 
bonds. Several other studies of glasses and glass-fibres have been made 
[120,121] . 

.The adsorption of Sn2+ atoms on zeolite and silica-gel surfaces has been 
studied [122]. The bonding appears to become stronger as the pore size of the 
material decreases towards molecular dimensions. The asymmetry of the 
tin(II) quadrupole splitting was held to indicate a Karyagin effect because of 
the anisotropy of surface atoms. 

A number of tin-bearing minerals have been examined, but the broad line 
(Refs. on p. 424] 
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of the 119Sn resonance decreases the extent to which structural information 
can be derived in comparison with, for example, the iron silicate minerals. 
Arandisite (ideally 3SnSi04.2Sn02.4H20), cassiterite (mineral Sn02), 
hulsite ([Fe2+, Mg2+h [Fe 3+ ,AP+]B030 2), and nordenskioldine(CaSnB20 6) 
give spectra [123] very similar to that of Sn02 in common with most tin-
bearing oxides. The sulphide canfieldite (AgsSnS6) gives two unsplit reson-
ances at 1·07 and 1·74 mm S-1 (reI. to Sn02) at 80 K. The former which is 
more intense is similar to SnS2' The major components of cylindrite 
(Pb3Sn3Sb2S14) and franckeite (PbsSn3Sb2S14) have chemical isomer shifts 
of -+ 1·27 and + 1·07 mm S-1 at 80 K and are typical of tin(lV) sulphides. 
Herzenbergite (nominally [SnPb]SnS2) contains both tin(II) and tin(!V). 
Tealite (PbSnS2) contains tin(II). 

Very little data are available for molecular compounds with tin-oxygen 
bonds except for the adducts SnX4L2 given in Table 14.5. A number of com-
pounds with ligands chelating through oxygen (4-bonds) and nitrogen 
(l-2-bonds) to give a 5- or 6-coordinate structure, e.g. [MeN(CH2CH20)2hSn 
and [N(CH2CH20h]SnOMe, give single broadened lines with chemical 
isomer shifts in the range 0·18-0·45 mm S-1 at 78 K [124]. Of particular 
interest is the compound [(SnCI3POCI3)+(P02CI2)-]2' The crystal structure 
indicates a 6-coordinated tin environment with the (P02CI2)- ions forming 
bidentate bridges between the two cations [125]. The Mossbauer parameters 
at 77 K for this dimer (<5 = 0·21; ~ = 0·75 mm S-I) can be compared with 
those of monomeric SnCI4.2POCh (<5 = 0'44, ~ = 1'13 mm S-I). Only the 
dimer shows a significant absorption at room temperature. 

14.5 Organotin(IV) Compounds 
A substantial part of the chemistry of tin is concerned with organometallic 
compounds in which there is at least one tin--carbon bond. The availability 
of hundreds of these compounds has resulted in the recording of large num-
bers of Mossbauer spectra. The two principal parameters determined are the 
chemical isomer shift and the quadrupole splitting, and unfortunately these 
show no significant temperature-dependent properties and have proved 
singularly difficult to interpret in detail. , 

The factors influencing the chemical isomer shift in organo-tin(IV) com-
pounds have already been discussed in detail in Chapter 14.2. The values 
observed in practice range from 0·55 to 2·20 mm S-1 (relative to Sn02)' The 
small differences observed within related series .of compounds cannot in 
general be interpreted with certainty in chemically meaningful terms. 

The magnitude of the electric field gradient tensor is determined in prin-
ciple by several factors: 

(1) the stereochemistry of the compound. If the geometry is regular tetra-
hedral or octahedral there will be no electric field gradient; 

[Refs. on p. 424] 
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(2) differences in the a-bonding between various ligands. This includes the 
effect of unequal occupancy in both the 5p- and 5d-orbitals. The (,-3> 
term for the 5d-orbitals will be smaller than for the 5p-orbitals, so that 
the observed electric field gradient is more likely to reflect the unequal 
occupancy of the latter. In this respect, for a 5-coordinate compound 
which can naively be represented as 5s5p35d, any small asymmetry in 
the 5p-orbitals may outweigh the contribution from the 5d-orbitals; 

(3) differences in the n-bonding between various ligands. This can alter the 
relative occupancy of both the 5p- and the 5d-orbitals and will have the 
same effects as in (2). 

Complete analysis of the various factors listed under (2) and (3) can only 
be carried out if the stereochemistry has been accurately defined and if 
accurate atomic wavefunctions are available for the appropriate molecular-
orbital calculations to be made. This latter condition has not as yet been fully 
met, and structural data are available for only a few compounds. Many 
authors have discussed qualitatively the relative importance of a- and n
bonding in the production of the electric field gradient [82, 126-129]. How-
ever, concepts such as hybridisation of atomic orbitals were originally 
devised for the lighter elements where the distinction between different types 
of bonding is often easy to make, and it is probably unwise to pursue quali-
tative arguments too far when interpreting data for heavy elements such as 
tin. The lack of structural data is particularly serious in view of the fact that 
nearly all organotin compounds with nominally four ligands which have been 
subjected to X-ray analysis have proved to possess a higher coordination 
number in the solid state. Although attempts have been made to link the 
magnitUde of the quadrupole splitting with the stereochemistry [127, 130], 
distinctions are probably insufficiently clear to justify the use of the method 
with any confidence. 

Effective Debye temperatures have been calculated for a number of alkyl 
and aryl tin halides [131], and although for instance the Debye temperature 
for polymeric Me3SnF (102'8 Kat 70 K) is larger than that for monomer 
Me4Sn (71 K at 70 K), it remains true in general that lattice characteristics 
do not provide a means of distinguishing polymeric structures [131, 132]. 

One disturbing feature of the Mossbauer spectra of organotin compounds 
which was noticed at an early stage was the lack of a significant (i.e. >0·3 
mm S-1) quadrupole splitting in a number of compounds such as Ph3SnH 
and (Ph3Sn)4Ge in which the point symmetry of the tin environment is 
lower than Ta [126]. There is no correlation between the quadrupole splitting 
and the electronegativity difference in the atoms bonding to tin. If at least 
one of the tin-ligand bonds is to carbon, one can make the generalisation 
[82, 126] that (a) if one or more of the other atoms bonding to tin possesses 
lone-pair non-bonding electrons (i.e. F, Cl, Br, I, 0, S, N, and P) then a large 
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quadrupole splitting is observed, (b) if none of the other atoms possesses a 
lone-pair of non-bonding electrons (i.e. H, Na, C, Ge, Sn, and Pb) then the 
quadrupole splitting will be either less than the experimental resolution or 
else no greater than about 1· 5 mm s -1. The distinction is probably caused 
by a large difference in the a-bonding to tin between carbon and similar 
elements on the one hand and those elements to the right of Group IV in 
the Periodic Table on the other. The exact explanation remains obscure. 

Although this rule is entirely empirical, examination of the tabulated data 
in this section shows that it is valid for the great majority of the compounds 
studied. It can therefore be used as an effective safeguard against incorrect 
assumptions regarding the tin environments in new compounds [82]. One 
can also include those 6-coordinate inorganic compounds which have a zero 
or unresolved quadrupole splitting (as mentioned without detailed comment 
in the preceding section) by adding the qualification: (c) if all the atoms 
bonding to tin possess lone-pair non-bonding electrons then the quadrupole 
splitting will once again be small. 

Having made this categorisation it is tempting to devise a theoretical 
interpretation of the observation. The original explanation for the large 
electric field gradients observed in compounds of type (a) invoked either 
n-overlap between the ligand lone-pair orbitals and the 5p- and 5d-orbitals 
on the tin, or alternatively an increase in the coordination to five [126]. 
With regard to the latter concept, bridging structures are more likely to be 
formed by those elements with pairs of donor electrons and it is now known 
that several apparently 4-coordinate tin compounds are, in fact, 5-coordinate, 
e.g. MeaSnF etc. Neither explanation seems entirely satisfactory, and 
a-bonding is clearly a significant factor. However, more information about 
the electronic structure is needed. 

Because the value of the excited-state quadrupole moment of the 119Sn 
nucleus is not well established, the actual values of the electric field gradients 
cannot be derived from the observed quadrupole splitting. We cannot say 
therefore what degree of asymmetry of 5p-orbital occupancy is indicated, or 
what the upper limit of quadrupole splitting for an asymmetric environ-
ment is likely to be (the maximum value known to date is 5·54 mm S-1 in 
Me2Sn(SOaFh in which the tin atom is probably 6-coordinated with bridg-
ing O-SO(F)-O groups [133]. 

One of the helpful approaches is to establish the sign of e2qQ in a large 
number of compounds of known stereochemistry so that the asymmetry at 
the tin can be related to particular orbitals. The applied magnetic field 
method is suitable for this, and has been used recently to establish the sign 
of e2qQ in 6-coordinate Me2SnMo04 and Me2SnCl2 as positive [134]. 
Typical spectra are shown in Fig. 14.8. An earlier attempt [135] to establish 
the sign of e2qQ in Ph2SnC12 by this method was unsuccessful because 
failure to allow for free rotation of the electric field gradient about the 
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magnetic direction prevented full mathematical analysis of the experimental 
data, and because the method as shown on p. 381 is largely ineffective for 
fields below about 30 kG. 

More significantly, the sign of eZqQ has been determined in three com-
pounds for which the X-ray structure is known, and is positive in MezSnFz 
(trans-octahedral) and negative in Me3SnNCS and Me3SnOH (trigonal 
bipyramidal) [136]. In each case an explanation can be formulated in terms 
of an excess of electron density in the Sn-C directions over the Sn-X direc-
tions. Furthermore, in the case of the two D3h symmetry structures, the 
results show that asymmetric a-bonding, rather than n-donation from X to tin 
or lattice effects, is primarily responsible for the quadrupole interaction. 
Similar conclusions had previously been drawn from the systematics of 
chemical isomer shift and quadrupole splitting [89, 127, 128, 149] and have 
subsequently been confirmed by application of magnetic fields to determine 
the sign of e2qQ in numerous other compounds [259-263]. 

The discussion which follows tabulates data for a wide selection of com-
pounds and includes data for all types which have been studied. Many 
compounds have been examined in several laboratories but only one set of 
values is listed, and references are not necessarily given unless a full series 
of compounds of a given type were studied. An exhaustive tabulation of 
data published up to January 1966 is now available [137]. 

Alkyl and Aryl Derivatives of Tin: R4Sn and R3SnR' 
The tetraalkyl and tetraaryl tin derivatives R4Sn can all be presumed to have 
a tetrahedral geometry, and therefore show no significant quadrupole 
splitting (Table 14.7). Differences in chemical isomer shift are small and of 
the order of the reproducibility between laboratories. In less symmetric 
compounds of the type R3SnR', quadrupole splitting is only found when 
R' is a strongly electron-withdrawing group such as C6F 5, C6 C15 , or 
MeCOCHz, and even in such cases is rarely much greater than the experi-
mentallinewidth. The comparative insensitivity of the spectrum to the nature 
of X in compounds of the type R3SnCH2X shows that these groups influence 
the tin environment only by their relative electron-withdrawing power. The 
possibility of higher coordination using donor groups in the ligand must be 
considered. Thus R3SnCH20Me may be involved in inter- or intra-molecular 
bonding to tin via oxygen, a factor which could increase the electric field 
gradient substantially. The carborane derivatives (structures 1-3) show strong 
similarities to the C6 F 5 derivatives, and they also have the largest quadrupole 
splittings of this class of compound in general [147]. 

Hydrides and Distannanes 
Detailed recoil-free fraction and linewidth measurements have been made on 
SnH4 [150]. The recoil-free fraction is only f = 0·025 at 78 K, and the 
resonance is a single line as expected for a tetrahedral molecule. 
[RefS. on p. 424) 
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(1) (2) 

(3) 

The alkyl and aryl derivatives of tin with at least one bond to hydro-
gen, sodium, tin, germanium, or lead also show no detectable quadrupole 
splitting (Table 14.8). The derivatives MenSnH4-n (n = 1, 2, or 3) all show a 
chemical isomer shift of 1·24 mm S-l, while the phenyl and n-butyl deriva-
tives fall in the narrow range 1·38-1·44 mm S-l. One might have expected 
a difference between the alkyltin derivatives on the one hand and the aryltin 
compounds on the other, but this is not found. It is also unexpected that the 
chemical isomer shift is insensitive to the degree of hydrogen substitution on 
the tin. However, molecular-orbital calculations [28] on the methyl deriva-
tives give very similar values in all cases for both the s-electron density at the 
tin nucleus and for the p-orbital imbalance; the latter is very small, in agree-
ment with the observed absence of quadrupole splitting. Attempted correla-
tion of the nuclear magnetic resonance J(119Sn_1H) and J(119Sn-C-1H) 
coupling constants with the chemical isomer shift for the methyl series is 
frustrated by the fact that differences in the Mossbauer parameters are well 
within the estimated experimental error [152]. 

The chlorohydride BU"2SnHCI has a large quadrupole splitting (note that 
the chlorine is directly bonded to the tin) [151]. Also noteworthy in Table 14.8 
is the lack of significant splitting in derivatives of the distannane type with 
a tin-tin bond, e.g. (Ph3Sn)z. The diphenyltin compound, Ph2Sn, is also 
4-coordinate with an oligomeric structure involving Sn-Sn bonds [153]. The 
crystal structure establishes it to be a hexamer [154]. Dibutyltin is similar, 
and oxidises quite easily to BU2SnO. The reaction is comparatively slow, and 
the kinetics of the change can be investigated using the Mossbauer spectrum 
[153]. 

[Refs. on p. 424 



Table 14.7 Organotin compounds: R 4Sn, RaSnR', and RiSnR' 2 (data at 80 K) 

Compound ~ Il/(mm S-I) Il(Sn02) Reference /(mm S-I) /(mm S-I) 

Me4Sn 1-21 (Sn02) 1-21 138 
Et~n 1-33 (Sn02) 1-33 140 
Pr"4Sn 1-30 (Sn02) 1-30 140 
BU"4Sn 1-35 (Sn02) 1-35 140 
[PhC(Me2)CH Z)4Sn 1-34 (Sn02) 1-34 142 
Ph4Sn 1-22 (SnOz) 1-22 138 
(C6F s)4Sn 1-04 (SnOz) 1-04 138 
(C6C1s)4Sn -0-88 (ot.-Sn) 1-12 139 
(m-CF a_C6H4)4Sn 1-28 (SnOz) 1-28 141 
(P-CFa_C6H4)~n 1-29 (SnOz) 1-29 141 

MeaSnPh 1-25 (Sn02) 1-25 144 
MeaSnCH=CHz 1-30 (Sn02) 1-30 144 
MeaSnC6H4_CH=CHz 1-30 (SnOz) 1-30 144 
EtaSnMe 1-35 (Sn02) 1-35 145 
(C6F s)aSnPh 0-92 1-16 (SnOz) 1-16 138 
(C6CIs)aSnPh 0-8 -0-99 (ot.-Sn) 1-01 139 
(C6F shSnPh2 HI 1-22 (SnOz) 1-22 138 
(C6CIs)2SnPh2 1-05 -0-60 (ot.-Sn) 1-40 139 
(C6F s)SnPha 0-98 1-25 (Sn02) 1-25 138 
(C6Fs)aSnMe H4 1-19 (SnOz) 1-19 138 
(C6Fs)2SnMe2 1-48 1-25 (Sn02) 1-25 138 
(C6F s)aSn(C6H4_p-Me) 1-02 1-18 (SnOz) 1-18 138 
(C6F S)2Sn(C6H4_p-Me) H8 1-22 (Sn02) 1-22 138 
(o-Me_C6H4)SnPha 1-30 (Sn02) 1-30 145 
(p-Me_C6H 4)SnPha 1-30 (Sn02) 1-30 145 
(p-Me_C6H4)SnMea -0-92 (ot.-Sn) 1-18 146 
(p-MeO_C6H4)SnMea -0-90 (ot.-Sn) 1-10 146 
(p-CI.C6H4)SnMea -0-86 (ot.-Sn) 1-14 146 
(p-F_C6H4)SnMea 1-23 (Sn02) 1-23 148 
(p-H_C6F4)SnMea 1-08 1-24 (Sn02) 1-24 148 
C6CIs_SnMea 1-09 1-32 (Sn02) 1-32 149 
C6CIs_SnPha 0-84 1-27 (Sn02) 1-27 149 
(o-CF a_C6H4)SnMe J 0-66 1-21 (Sn02) 1-21 148 
MeaSnCFa 1-38 1-31 (Sn02) 1-31 149 
1,4-(MeaSn)2_C6F4 1-20 1-20 (Sn02) 1-20 148 
1,4-(MeaSn)2C6CI4 1-10 1-26 (Sn02) 1-26 148 
(o-Br_C6F 4hSnMe2 1-41 1-25 (Sn02) 1-25 148 

MeaSnCH2F 1-38 (Sn02) 1-38 145 
MeaSnCH2CI 1-32 (Sn02) 1-32 145 
EhSnCH2CI 1-43 (Sn02) 1-43 145 
EtaSnCH2CN 1-29 (Sn02) 1-29 145 
EtaSnCH2NMe2 1-35 (Sn02) 1-35 145 
MeaSnCH20Me 1-38 (Sn02) 1-38 145 
MeaSnCH2COMe 1-13 1-38 (Sn02) 1-38 145 
EtaSnCH2COMe 1-00 1-35 (Sn02) 1-35 145 
EtaSnC CSnEtJ 1-00 -0-70 (ot.-Sn) 1-30 137 

Pr"aSnC(Bl0H10)CH 1-65 -0-60 (ot.-Sn) 1-40 147 
lPr"aSnCh(BloHIO) I-50 -0-65 (ot.-Sn) 1-35 147 
[Pr"aSnC2(BloH10)h I-58 -0-90 (ot.-Sn) HO 147 
Ph3SnC(BloHIO)CPh 1-20 -0-80 (ot.-Sn) 1-20 147 

Additional data which duplicate the above are given in refs_ 12,126, 127, and 143. 
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Table 14.8 Tin hydrides, distannane derivatives, and 
related compounds (data at 80 K) 

Compound ~ Il (Sn02) Reference /(mm S-1) /(mms- 1) 

SnH4 1·27 151 
MeSnHa 1·24 151 
Me2SnHZ 1·23 151 
MeaSnH 1·24 151 
Bu"SnHa 1-44 151 
Bu"zSnHz 1-42 151 
BU"aSnH 1-41 151 
PhSnHa 1·40 151 
Ph2SnHz 1·38 151 
PhaSnH 1-39 151 
Bu'aSnH 1-45 144 
Pr"aSnH 1·45 144 
Pr'aSnH 1·40 151 
MeaSnNa* 1·28 146 
Bu"zSnHCI 3-34 1·56 151 
(PhaSnh 1-35 12 
[(p-CI.C6 H4hSnh 1·44 141 
[(m-F.C6~)3SnJz 1·40 141 
(Et3Sn)z 1·55 144 
(Ph3Sn)4Sn 1·33 126 
(Ph3Sn)4Ge 1-13 126 
(PhaSn)4Pb 1-39 126 
PhzSn 1·56 12 

*Converted from a-Sn by adding 2'00 mm S-1. 

Organotin Halides 
Although considerable Mossbauer data are available for the organotin 
halides, lack of structural data frequently makes parameter interpretation 
difficult and often purely speculative. Me3SnF is 5-coordinate in the solid 
state with planar Me3Sn units and an axial non-linear unsymmetrical 
Sn-F ... Sn bridge [155]. Me2SnF2 is closely related to SnF4 except that the 
trans-non-bridging fluorine atoms are replaced by methyl groups, the overall 
coordination being 6-coordinate [156]. However, distinct differences are 
found in the corresponding chloride derivatives [157]. Me3SnCI shOws a 
linear symmetrical Sn-CI-Sn bridge, while Me2SnCh has a considerably 
distorted trans-octahedral geometry. The extent to which higher coordination 
persists as the organic groups increase in size has not been established. Most 
solid-state spectroscopic techniques have proved rather unreliable in this 
respect. The derivatives of the trineophyltin group, [phC(Me2)CH2hSnX, 
are likely to involve considerable steric hindrance from the large enveloping 
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alkyl groups, and chemical and spectroscopic evidence favours 4-coordina-
tion [141, 142]. However, the Mossbauer parameters are not sufficiently 
different from the known polymeric alkyltin halides to make any distinction 
with confidence. Typical values for the organotin halides are given in Table 
14.9. 

Table 14.9 Organotin halides (data at 80 K) 

Compound A. 8/(mm S-l) 8 (SnOz) Reference /(mm S-l) /(mm S-l) 

Me3SnF 3'47 1'18 (SnOz) 1-18 130 
Et3SnF 3'50 -0'75 (~-Sn) 1-25 137 
(i-CsHuhSnF 3'77 -0'76 (~-Sn) 1'24 137 
Ph3SnF 3'34 1-17 (SnOz) 1-17 130 
[phC(Mez)CHzhSnF 2'79 1'33 (SnOz) 1'33 142 

Me3SnC1 3'32 1'43 (SnOz) 1-43 128 
(CICHz)3SnCI 2'55 -0'58 (~-Sn) 1-42 137 
EhSnCI 3'24 -0'80 (~-Sn) 1'20 137 
Ph3SnCI 2-45 1'37 (SnOz) 1-37 130 
(p-CI.C614)3SnCI 2-49 1'37 (SnOz) 1-37 130 
[phC(Mez)CHzhSnCI 2-65 1'39 (SnOz) 1·39 142 
[PhC(Bl0H10)C]3SnCI 0'40 -0'93 (~-Sn) 1'07 147 
(C6Fs)3SnCI 1'55 -0'99 (~-Sn) 1-01 143 
Me3SnBr 3'28 1'38 (SnOz) 1'38 138 
EhSnBr 3'45 -0'48 (~-Sn) 1·52 160 
Pc"3SnBr 2·92 -0'64 (~-Sn) 1'36 137 
BU"3SnBr 3'30 -0'40 (~-Sn) 1'60 137 
Ph3SnBr 2'51 -0'80 (~-Sn) 1·20 143 
(C6Fs)3SnBr 1'60 -0,94 (~-Sn) 1'06 143 
(m-CF3.C6H4hSnBr 1'94 1'22 (SnOz) 1·22 130 
[PhC(Mez)CHz]3SnBr 2-65 1'42 (SnOz) 1'42 142 

Me3SnI 3'05 -0'62 (~-Sn) 1-38 146 
Pr"3SnI 2'70 -0,64 (~-Sn) 1·36 137 
Ph3SnI 2·05 1'41 (SnOz) 1-41 145 
(p-F.C6 H4hSnI 1'92 1'23 (SnOz) 1'23 130 
[PhC(Mez)CHzhSnI 2'40 1·41 (SnOz) 1-41 142 

MezSnFz 4-65 1'34 (BaSnOJ) 1·34 164 
Bu"zSnFz 3'90 -0,60 (~-Sn) 1'40 137 

MezSnCh 3-62 1·52 (SnOz) 1·52 138 
EtzSnCIz 3'4 1-6 (SnOz) 1-6 158 
Pr"zSnClz 3-6 1'7 (Sn02) 1-7 158 
Bu"zSnCh 3'25 1·6 (Sn02) 1-6 159 
PhzSnCh 2-89 1'34 (SnOz) 1'34 138 

MezSnBrz 3'41 1-59 (SnOz) 1'59 138 
Bu"zSnBrz 3'15 1'7 (SnOz) 1-7 159 

BU"2Snh 2'9 1'8 (SnOz) 1-8 159 

Bu"SnCla 3'40 -0-40 «l-Sn) 1'60 137 
PhSnCla 1'80 1·27 (Sn02) 1·27 138 
MeSnBr3 1'91 1'41 (SnOz) 1-41 138 

[Refs. on p. 424] 
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It is interesting to note that in any series RxS~-x (x = 0, ... , 4, 

R = alkyl or aryl, X = halogen) the chemical isomer shift and quadrupole 
splitting are both considerably greater when x = 2 or 3. In particular, there 
is no suggestion of a monotonic relationship between the chemical isomer 
shift and the degree of substitution as one might predict if the only factor 
acting were the electron-withdrawing power of the group bonding to tin. 
Thus the parameters for Me4Sn, Me3SnBr, Me2SnBr2, MeSnBr3, and 
SnBr4 are <5 = 1'21, 1'38,1'59,1'41, 1·15; ~ = 0, 3'28, 3·41,1·91, ° mm S-1 
respectively. The lack of information concerning coordination numbers and 
stereochemistry makes any interpretation purely speculative, particularly 
when so many mutually opposing factors can be enumerated using the semi-
empiricism of conventional valence-bond treatments. 

Following the postulation of the existence of the Karyagin effect (see 
Chapter 3.9) in polycrystalline materials as a result of anisotropy of the 
recoilless fraction, it was claimed that this effect existed in Ph3SnCI [161]. 
However, the subsequent demonstration of a similar effect in Ph2SnCl2 
caused by small amounts of impurity raised some degree of doubt [162]. 
Furthermore many tin compounds tend to pack with preferential orientation 
even when finely ground. The resultant intensity asymmetry in the quadru-
pole spectrum can easily be mistaken for a Karyagin effect. Reorientation of 
the absorber to check for anisotropy can guard against this particular diffi-
culty, but the Karyagin effect is unfortunately a phenomenon which can only 
be verified when all other possible explanations have been eliminated. Never-
theless, a Karyagin effect has been claimed in the polymeric compounds 
Me3SnF, Ph3SnF, and Me3SnCOOH, and for Me3SnC1.py [163]. The effect 
in Me2SnF2 [164] was described in Chapter 3.9. 

Organotin Halide Adducts 
The 1: I adduct of Me3SnCI with pyridine has a trigonal bipyramidal 
structure with the three methyl groups in the equatorial plane [165]. The 
quadrupole splitting in this and similar adducts with organic bases (Table 
14.10) is essentially constant at about 3· 5 rom s -1, and is slightly greater than 
the value of 3·2 mm S-1 for the parent compound, Me3SnCI [128]. 

The parameters for the complexes of Me3SnBr, Buft3SnCI, and Et3SnBr 
with seven aromatic bases (examples given in Table 14.10) show no obvious 
correlation with the structural or electronic parameters of the base [166]. 

Known structures of octahedral complexes are Me2SnCliMe2S0h 
[167], which is cis-dichloro-cis-bis( dimethylsulphoxide)-trans-dimethyltin(IV), 
and [Me2SnClterpy]+[Me2SnCI3]- [168], which features an octahedral 
cation with trans-methyl groups and a trigonal bipyramidal anion with 
equatorial methyl groups. Mossbauer spectra are not yet available, however, 
for these particular compounds. 

The different effect on the quadrupole splitting of carbon ligands (R) on the 
[Reft. on p. 424] 
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Table 14.10 Organotin halide adducts (data at 80 K) 

Compound ~ a (SnOz) Reference /(mms- I) /(mm S-I) 

Me3SnCI.py 3·52 1·53 128 
Me3SnCI.hexamethylphosphoramide 3·52 1'44 128 
Me3SnCI.N,N-dimethylacetamide 3'69 1'50 128 
Me3SnCI.p-methylpyridine-N-oxide 3-45 1·44 128 
Me3SnCI.Ph3PO 3-49 1-45 128 

Me3SnBr.quinoline 3·20 1-34 166 
Me3SnBr.pyridine 3·18 1·30 166 

Bu" 3SnCI.quinoline 2'76 1'25 166 
BU"3SnCI.pyridine 2-84 1·36 166 

EtaSnBr.quinoline 2-60 HI 166 
EhSnBr.pyridine 3'06 1·43 166 

one hand and ligands with non-bonding pairs of electrons on donor atoms 
(X) such as CI, Br, I, N, and 0 finds practical application in the determina-
tion of stereochemistry [169-173]. For example, the compound Ph2SnCl2.phen 
can be considered to be of the type R2SnX4 and one can distinguish two 
stereochemistries depending on whether the R groups are cis- or trans- to 
each other. The fact that all the X groups are not chemically identical seems 
not to affect the issue. In Table 14.11 several compounds of this type are 
listed. The compounds known to be trans-isomers from other evidence have 
quadrupole splittings in the range 3'75-4·32 mm S-1 with the exception of 
Ph2Sn(acac)2, which is thought to have been incorrectly assigned. The known 
cis-isomers have values of 1·78-1·98 mm S-I. The 2: 1 ratio in quadrupole 
splittings is that predicted, and verified for low-spin iron(II) complexes in 
Chapter 7. Since the relationship appears to hold here also, it is possible to 
assign the previously unknown stereochemistries given in the final column of 
the table on the basis of the Mossbauer evidence. 

However, the relationship will only be valid for 'similar' groups of com-
pounds. Thus BuR2Sn[02P(OEt)2h and Me2Sn(OCHO)2 are probably 
octahedral but have quadrupole splittings of 4'79 mm S-1 and 4'72 mm S-1, 

which are abnormally high; it may be relevant that both contain donor 
atoms involved in localised n-bonding elsewhere in the ligand molecule 
[170]. 

It is comparatively easy to obtain spectra of frozen solutions of organotin 
compounds. The spectrum of e.g. Ph2SnCl2 dissolved in non-polar solvents 
such as benzene and hexane is essentially that of the parent solid [174]. 
However, for the same compound in polar solvents such as ethyl alcohol, 
pyridine, and acetone, there is a substantial increase in the quadrupole 
splitting. The latter is concentration independent in dilute solution, but 
[Refs. on p. 424] 
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concentration dependent at low solvent/solute molar ratio. The solute/ 
solvent interaction may be assumed to effectively cause an increase in the 
coordination number of the tin [174]. Similar effects were found in BunzSnClz 

Table 14.11 Octahedral complexes: R 2SnX4 (data at 80 K) 

Stereo- Stereo-
Compound ~ B (Sn02) chemistry chemistry Reference /(mm S-I) /(mm 8- 1) from other from 

techniques Mossbauer 

BU"2SnCh_phen 4-07 1-69 Irans Irans 171 
BU"2SnCI2_bipy 3-83 I-56 Irans Irans 171 
BU"2SnBr2_phen 3-94 1-63 trans trans 171 
Bu"zSnIz_phen 3-75 1-69 trans trans 171 
Bu"zSnBrz_bipy 3-95 1-62 trans trans 171 
PhzSnCl2_phen 3-70 1-28 trans 170 
PhzSnCl2_bipy 3-90 1-35 Irans 170 
Ph2SnClz_pY2 3-39 1-32 trans 172 
Ph2SnBr2_PY2 3-49 1-34 trans 172 
PhzSnBr2_bipy 3-52 1-33 trans 172 
Ph2SnI2_bipy 3-35 1-41 trans 172 
Ph2SnCh_dipyam 3-58 1-23 trans 172 
Ph2SnBrz.dipyam 3-45 1-34 trans 172 
Ph2SnCIz_tripyam 3'59 1-29 trans 172 
PhzSnBrz_tripyam 3-62 1-38 trans 172 
Et2SnClz_dipyam 3-78 1-68 trans 172 
EtzSnBrz_dipyam 3-64 1-72 trans 172 
MezSnClz_bipy 4-02 1-35 trans trans 146 
MezSnClz_pyz 3-83 1-27 trans 146 
MeSnCl2_phen 4-03 1-32 trans 170 

[Me2SnCI4][pyHh 4·32 I-59 trans trans 170 
[Ph2SnCJ4J(pyHh 3-80 1-44 trans 170 

MezSn_oxin2 1-98 0-88 cis cis 173 
Pr"zSn_oxinz 2-20 1-02 cis 170 
Ph2Sn.oxinz 1-78 0·83 cis cis 170 
BU"2Sn _oxinz 2-21 1-10 cis 170 
EtzSn_oxinz 2·02 0-99 cis 173 
n-octy1zSn_oxinz 1-86 1-13 cis 173 

PhzSn_acacz 2-14 0-74 trans cis 170 
MezSn.acacz 3-93 1-18 trans trans 170 

py = pyridine dipyam = di-2-pyridylamine 
phen = l,lO-phenanthroline tripyam = tri-2-pyridyJamine 
bipy = 2,2'-bipyridyJ oxin = 8-hydroxyquinoline 

[175] and are illustrated in Fig. 14.11. On this basis the sequence of solvent 
donor strengths would be 

EtzO < EtOCH2CHzOEt < C 4H sO < MeOCH2CHzOMe 
< (Me2N)3PO < HC(O)NMez < MezSOz. 

[Refs. on p. 424] 
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However, the detailed interaction in the solution cannot be established from 
these data above, and the prime assumption must always be made that no 
significant change occurs during the freezing process. 

4·2 

4·1 

4·0 

3·8 

E 3'7 
~ 
<l3'6 

-------------~---~-----------~I---------------
3'3 

6 7 8 9 10 11 12 13 14 15 
Ratio [Solvent} 

(BuzSnClz] 

Fig. 14.11 Concentration dependence of quadrupole splitting of BU"2SnCI2 in 
aprotic donor solvents. 0 Dimethyl sulphoxide, 0 dimethyl-formamide, 0 hexa-
methyItriamidophosphate, t:,. dimethoxyethane, • tetrahydrofuran, • dieth-
oxyethane, x diethyl ether. [Ref. 175, Fig. 1] 

Cyanides and Thiocyanates 
The crystal structure of Me3SnNCS shows the tin to be 5-coordinate with a 
nearly linear S-Sn-N-C-S skeleton and a planar Me3Sn group [176]. The 
Sn-N bond distance is 2·15 A, and the Sn-S distance is 3·13 A. Me3SnCN 
has a similar structure with Sn-CN and Sn-NC bond-lengths of 2·48 A 
[177]. Mossbauer parameters for several CN and NCS compounds have been 
given [178, 179], and these are shown in Table 14.12. The R3SnNCS and 
R3SnCN derivatives all show similar parameters and probably have the same 
basic structure, whereas other chemical evidence suggests that the 
R2Sn(NCSh compounds are 6-coordinate with four bridging NCS groups. 
The absence of quadrupole interactions and the low chemical isomer shift 
value in Sn(NCS)4 itself is noteworthy. 

Also included in Table 14.12 are some adducts with organic ligands [178]. 
By analogy with the halide complexes in Table 14.11, the quadrupole split-
tings in BU"2Sn{NCS)2. bipy and BU"2Sn(NCS)2. phen imply a trans-octahedral 

[Refs. on p. 424] 
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geometry, while those in the corresponding phenyl derivatives suggest a 
cis-octahedral configuration. 

Table 14.12 Organotin cyanides and thiocyanates (data at 80 K) 

Compound ~ 8/(mms- 1) 
Il (Sn02) Reference /(mm S-I) /(mm S-I) 

Me3SnNCS 3·77 1·40 (Sn02) 1-40 179 
Et3SnNCS 3·80 1·57 (Sn02) 1·57 179 
BU'3SnNCS 3·69 1·60 (Sn02) 1·60 179 
Ph3SnNCS 3·50 1-35 (Sn02) 1-35 179 
Me2Sn(NCS)2 3·87 1·48 (Sn02) 1-48 179 
EhSn(NCSh 3·96 1·56 (Sn02) 1·56 179 
BU"2Sn(NCSh 3-88 1·56 (Sn02) 1·56 179 
Bu'Sn(NCS)3 1·46 1·43 (Sn02) 1-43 179 
Sn(NCS)4 0 0·56 (SnO,) 0·56 179 

Me3SnCN 3·12 1·39 (Sn02) 1·39 179 
EhSnCN 3·19 1·41 (Sn02) 1-41 179 
BU"3SnCN 3·27 1·37 (SnO,) 1·37 179 

BU·2Sn(NCS),.bipy 4·04 -0·09 (pd/Sn) 1·35 178 
BU·2Sn(NCSh·phen 4·18 -0·10 (pd/Sn) 1-36 178 
Ph2Sn(NCS)2.bipy 2-13 -0·70 (pd/Sn) 0·76 178 
Ph2Sn(NCSh.phen 2-34 -0·71 (pd/Sn) 0·75 178 

BU2Sn(NCS).oxin 3·25 -0·19 (pd/Sn) 1·27 178 
Ph2Sn(NCS).oxin 2-48 -0·54 (pd/Sn) 0·92 178 

phen = 1,10-phenanthroline bipy = 2,2'-bipyridyl oxin = 8-hydroxyquinoline 

Oxygen and Sulphur Derivatives 
The organotin hydroxides are probably nearly all polymeric, and indeed 
Me3SnOH is known to have the oxygen atoms midway between planar 
Me3Sn groups [180]. A possible exception is the trisneophyl derivative 
[phC(Me2)CH2hSnOH in which steric hindrance may preserve fourfold 
coordination [142], consistent with this the quadrupole splitting is much 
lower than in other alkyl and aryl derivatives (see Table 14.13) [130, 137, 
146]. A Karyagin effect has been claimed in Me3SnOH [181]. The alkoxy 
derivatives, R3SnOR', and trialkyltin oxides, [R3SnhO, have also been 
studied and sample parameters are given in Table 14.13. 

The dialkyltin oxides, R2SnO, are believed to be network coordination 
polymers with 5-coordinate tin atoms [137, 184, 185], and the effect of the 
structure on the recoil-free fraction has been discussed. 

Orguotin Carboxylates 
Considerable data are available for the organotin carboxylates (see Table 
14.14) [130, 144]. Both polymeric and monomeric compounds occur, e.g. 
the X-ray structure of (PhCH2)3SnOC(O)Me shows a polymeric trigonal 
bipyramidalstereochemistry[188]. whereas (C6Hll)3SnOC(O)Mehas sufficient 

[Refs. o~ p. 424] 
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Table 14.13 Mossbauer parameters for organotin oxygen and sulphur derivatives 
(data at 80 K) 

Compound A 8/(mm S-I) 8 (SnO,) Reference /(mm S-I) /(mm S-I) 

Me3SnOH 2·71 1·07 (SnO,) 1·07 130 
Et3SnOH 3·24 -0,75 (at-Sn) 1·25 137 
BU'3SnOH 3·24 -0,64 (at-Sn) 1'36 137 
Ph3SnOH 2-68 H8 (SnO,) 1-18 130 
(neophyl)3SnOH 1·08 1-13 (SnO,) 1-13 142 
EhSn(OMe) 2-86 1·41 (Sn02) 1·41 182 
EhSn(OCMe3) 2-59 1-40 (SnO,) 1-40 182 
Me2Sn(OMe)2 2'31 0'99 (SnO,) 0·99 130 
BU·2Sn(OEt)2 2·00 1·30 (Sn02) 1'30 130 
(BU·3Sn),O 2-40 l-l0(Sn02) HO 158 
(Ph3Sn)20 2-15 1·08 (SnO,) 1·08 130 
[(C6F,hSn],O 2'13 -0,99 (at-Sn) 1·01 143 
[Bu'2SnC1hO 3·24 -0·70 (at-Sn) 1·30 137 
[Bu·2SnOCO(CH2)3Me]20 3·28 1·53 (Sn02) 1·53 183 
(ph3Sn)2S 1-17 1'22 (SnO,) 1·22 130 

Me2SnO 1-82 0'92 (Sn02) 0·92 184 
Et,SnO 2-10 1·05 (SnO,) 1·05 185 
BU',SnO 2·06 1·08 (SnO,) 1·08 184 
Ph,SnO 1·73 0·88 (Sn02) 0·88 184 
(p-I.C6H4)2SnO 1'73 0·84 (Sn02) 0·84 184 

BU'2SnS 1-9 0'9 (SnO,) 0·9 159 

steric hindrance from the cyclohexyl groups to remain 4-coordinate [189]. 
The triphenyltin carboxylates Ph3SnOC(O)R' have been shown to retain 
the bridged structure as the chain length of R' increases from -Me to 
-(CH2)14Me and there is almost no change in the Mossbauer spectrum 
[186]. However, when the R' alkyl group is branched at the ex-position there 
is sufficient steric hindrance to prevent polymer formation and there is a 
significant reduction in both the quadrupole splitting and the chemical 
isomer shift [186]. 

The compounds Me3SnOC(O)R (R = Me, CH2I, CH2Br, CH2CI, 
CHCI2, CBr3, CCI3, and CF3) show a linear correspondence between the 
quadrupole splitting and both the pK of the haloacetic acid and the Taft 
inductive factor a* [187]. Mossbauer and infrared data are consistent with a 
penta-coordinate polymer structure. The products RSn(O)OC(O)R' have 
unusually low chemical isomer shifts, presumably because of coordination 
through several oxygens [186]. 

The organotin derivatives of inorganic acids are basically similar, but give 
very large quadrupole splittings (Table 14.14). The neophyl derivatives 
[PhC(Me2)CH2hSnN03 and [PhC(Me2)CH2hSnCI04 have been suggested 

[Refs. on p. 424) 
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Table 14.14 Mossbauer parameters for organotin carboxylates (data at 80 K) 

Compound 
/). II/(mm S-l) II (Sn02) Reference /(mm S-l) /(mm S-l) 

Me3f:nOC(0)Me 3-68 1'35 (Sn02) 1-35 186 
BU"3SnOC(0)Me 3·64 1·46 (Sn02) 1-46 186 
Ph3SnOC(0)H 3'58 1·37 (Sn02) 1·37 186 
Ph3SnOC(0)Et 3-42 1·33 (Sn02) 1·33 186 
Ph3SnOC(0)(CH2)6Me 3·35 1·29 (Sn02) 1·29 186 
Ph3SnOC(0)(CH2)14Me 3-44 1·25 (Sn02) 1·25 186 

Ph3SnOC(0)CMe: CH2 2·26 1·21 (Sn02) 1·21 186 
Ph3SnOC(0)CH(Et)Bu 2-26 1·21 (Sn02) 1·21 186 
Ph3SnOC(0)CMe3 2-40 1·21 (Sn02) 1·21 186 
[PhC(Me2)CH2hSnOC(0)Me 2-45 1-35 (Sn02) 1'35 142 
Me3SnOC(0)CH2Ci 3-89 1-41 (Sn02) 1-41 187 
Me3SnOC(0)CHCI2 4·08 1-37 (Sn02) 1·37 187 
Me3SnOC(0)CF3 4·22 1·38 (Sn02) 1-38 187 

BU"2Sn[0C(0)Meh 3·50 1·34 (Sn02) 1·34 184 
Bu" 2Sn[0C( 0)CC13h 4·00 -0,50 (<x-Sn) 1·50 184 
BU"2Sn[OC(0)Eth 3'70 1'49 (Sn02) 1-49 183 
BU"2Sn[0C(0)(CH2)16Melz 3'56 1'36 (Sn02) 1-36 184 
BU"2Sn(OMe)[0C(0)Me] 3·24 -0,80 (<x-Sn) 1·20 137 

PhSn(0)0C(0)(CH2)sCH: CH2 2·31 0·57 (Sn02) 0'57 186 
PhSn(0)0C(0)(CH2)16Me 2-32 0·56 (Sn02) 0·56 186 
PhSn(O)OC(O)Me 2·26 0'70 (Sn02) 0·70 186 
PhSn(O)OH 1'71 0·65 (Sn02) 0·65 186 

Me2SnS04 5·00 1·61 (Sn02) 1-61 133 
BU"2Sn04 4·8 1·8 (Sn02) 1-8 159 
BU"2SnS03 4·0 1'3 (Sn02) 1·3 159 
[phC(Me2)CH213SnN03 3·18 ],40 (Sn02) 1'40 142 
[PhC(Me2)CH2]3SnCI04 3-83 1·57 (Sn02) 1·57 142 

Me2Sn(S03Fh 5·54 1·82 (Sn02) 1·82 133 
Me2Sn(S03CF3h 5·51 1'79 (Sn02) 1'79 133 
Me2Sn(S03Clh 5·20 1·75 (Sn02) 1'75 133 
Me2Sn(S03Me)2 5·05 1·52 (Sn02) 1·52 133 
Me2Sn(S03Eth 4'91 1·52 (Sn02) 1·52 133 

Additional data contained in refs. 130, 144. 

to be polymeric [142]. The dimethyltin derivatives of substituted sulphonic 
acids (Table 14.14) give the largest known quadrupole splittings in 119Sn , 
e.g. tl. for Me2Sn(S03CF3h is 5'51 mm 8- 1• The compounds are believed to 
adopt a polymeric trans-octahedral structure [133]. 

Derivatives of 8-Hydroxyquinoline 
Data for several 8-hydroxyquinoline (oxin) derivatives were given in Table 
14.11 for convenient comparison with other octahedral compounds. 
Me2Sn.oxin2 is known from X-ray measurements to have a highly distorted 

[Refs. on p. 424] 
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octahedral coordination with ci~methyl groups [190]. All the RzSn.oxinz 
compounds appear to have this stereochemistry [173]. The Mossbauer 
parameters of all the RzSnX.oxin compounds where X is a halogen (Table 
14.15) are similar with quadrupole splittings in the range 2·40-3·36 mm S-1; 

Table 14.15 Organotin compounds with 8-hydroxyquinoline (data at 80 K) 

Compound A 8 (SnOz) 1 
Reference /(mms- 1) 8/(/(mm S-1) 

MezSnO.oxin 3·12 1·26 173 
EhSnCI.oxin 3-13 1-34 173 
EtzSnBr.oxin 3·08 1-39 173 
EhSnI.oxin 2-85 1-43 173 
EtzSn(NCS).oxin 3'07 1-31 173 
PrftzSnO.oxin 2'78 1·31 173 
Bu"zSnO.oxin 3'21 1-40 173 
Octft zSnCl.oxin 3-36 1·56 173 
PhzSnCI.oxin 2-40 1-12 173 

MezSn.oxinz 1'93 0·85 82 

BuSnCl.oxinz 1-67 0·84 173 
PhSnCl.oxinz 1-48 0·66 173 
Ph3Sn.oxin 1'75 1·07 173 
BuSn.oxin3 1-82 0·69 173 

they probably contain a penta-coordinate structure with a bidentate oxin-
group. The RSnX.oxinz and RSn.oxin3 compounds are also believed to 
feature high coordination [I 73]. 

Organotin-Transition-metal Componnds 
A number of organotin compounds with a tin-transition-metal bond 
have been examined; this bond has usually been to iron to facilitate study 

Table 14.16 Iron and tin Mossbauer parameters for iron-orgaootin complexes 
(data at 80 K and values for t5(Fe) converted from nitroprusside) 

S7Fe 119Sn 
Compound A 8 (Fe) A 8 (SnOz) Reference 

/(mms- 1) /(mm S-1) /(mm S-1) /(mms- 1) 

MezSn[Fe(CO)4]ZSnMe2 0·15 -0'11 1'22 1-47 191 

{MezSn[Fe(CO)4h}2Sn 0·30 -0'10 f'24 1-45} 
2'20 191 

[( 1I'-CsH s)Fe(CO)2hSnCh 1-68 0'10 2-38 1·95 194 
[(1I'-CsH s)Fe(CO)ZhGeCIz 1-66 0'10 194 
[(1I'-CsH s)Fe(CO)z]SnCh 1'86 0'14 1'77 1'74 194 
[( 1I'-CsHs)Fe(CO)2]SnPh3 1-83 0'11 0 1·50 194 

[Refs. on p. 424J 
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with both the s7Fe and 119Sn resonances. Parameters are given in Table 
14.16. 

Me2Sn[Fe(CO)4hSnMe2 and Me2Sn[Fe(CO)4hSn[Fe(CO)4hSnMe2 are 
closely related [191], and the crystal structure of the latter is known (struc-

Fe(CO)4 Fe(CO)4 Fe(C04) 
Me", / ~ /Me Me", / ~ / ~ /Me 

Sn Sn Sn Sn Sn 

M; ~ / "'Me M; ~ / ~ / "'Me 
Fe(CO)4 Fe(CO)4 Fe(CO)4 

(I) (2) 
ture 1) [192]. The iron atoms feature 6-coordination and only a small quad-
rupole splitting. The central tin atom in the second compound has four bonds 
to iron and an approximately tetrahedral environment, consequently show-
ingno quadrupole splitting and a chemicalisomer shift close to FeSn2 and fl-Sn. 

The crystal structure of [(n-CsHs)Fe(CO)2hSnCI2 is also known [193] 
and shows unusually short Sn-Fe bonds and long Sn-Cl bonds in the 4-
coordinate structure (see structure 2). The Mossbauer spectra of this and 
other compounds in the solid state and in frozen solution tend to confirm that 
the spectra reflect the internal bonding of the molecules and are largely 
uninfluenced by intermolecular or crystal packing effects [194, 195]. The 
compound shown in structure 2 also gives evidence for the presence of two 
rotational isomers in the frozen solutions [194]. The compound triphenyltin 
derivative [(n-CsH s)Fe(COh]SnPh3 is unusual in that the 119Sn resonance 
shows zero quadrupole splitting; the Fe-Sn bond is thus similar in effect to 
the Sn-Sn and Pb-Sn bonds discussed on p. 403. 

Brief details have also been given of other transition-metal-tin compounds 
[196-198] (see Table 14.17), and although several contain nominal SnCI3-

Table 14_17 Mossbauer parameters for other transition-metal 
complexes (data at 80 K) 

Compound a 8 (Sn02) Reference /(mms- 1) /(mms- 1) 

Sn[Co(CO)4]4 0 1-96 196 
[Et4NhPt(SnCh)s I-53 1-64 196 
[Et4NhPtCI2(SnCI3)2 1-61 I-56 196 
[Me4N]2PtCh(SnCI3)2 1-61 1-80 196 
[Me4N]4Rh2CI2(SnCI3)4 1-62 1-90 196 
(PPh3)3Rh(SnCI3) 1-73 1-78 196 
(CSH 12)2Ir(SnCb) 1-64 ]-80 196 
[Me4N]2RuCl2(SnCI3) 2 1-64 ]-93 196 
Mn(CO)sSnCI3 I-56 1-73 197 
Mn(CO)SSnBr3 1-44 1-84 197 
Mn(CO)sSnPh3 0 1-45 197 
[PdCI2(SnCI3)~2 - 2-21 1-42 198 

[RefS_ on p_ 424J 
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units and are prepared from a tin(II) starting material, they are invariably 
tin(IV) in character. 

The only real exception to this is dicyc1opentadienyltin(II) [199], CP2Sn, 
which has a chemical isomer shift of 3·73 mm S-1 and a quadrupole splitting 
of 0·65 mm S-I. It is, however, unstable at room temperature, even in the 
absence of air, being converted to polymeric [CP2Sn]n with a shift of 0·72 
mm S-I, i.e. the tin becomes oxidised. 

Miscellaneous Compounds 
Several large series of organotin compounds have been examined by Moss-
bauer spectroscopy as part of their general characterisation. These include: 
(i) substituted mercapto- and hydroxo-compounds of the types (3)-(9), in 
which R = Et or Ph. 

0' 6' 
N 

6' c15" I~ 

(3) (4) (5) (6) 

~C! cY5(C! CY5' '-'::N 

I~ Ih I~ 
N 

Cl Cl 

(7) (8) (9) 

The ranges of parameters observed were [200]: 
Il (Sn02)/(mm 5- 1

) A/(mm 8-1) 

sulphur derivatives R= Et 1·55-1·62 2'07-3·05 
R=Ph 1-36-1-40 1-16-2·61 

oxygen derivatives R=Et 1·34-1·56 2-86-3'77 
R=Ph 1-31-1,36 2-35-3,20 

The quadrupole splitting is clearly more sensitive to substitution than is the 
chemical isomer shift. It was concluded that the mercaptopyridines are 
probably 5-coordinated with both sulphur and nitrogen bonding. 
(ii) p-substituted phenolate and thiophenolate derivatives [201] of the types 
Et3SnO(p-C6H 4X) where X = H, MeO, P, Br, CHO, SCN, N02, Me2N, 
Me, CI, I, MeC02, CN [b(Sn02) in the range 1·31-1·41 mm S-I, ~ 2·96-3·82 
mm S-I]; Et3SnS(p-C6H4X), X = H, MeO, P, N02, Me2N, Me, CI [b(Sn02) 
in the range 1·35-1·52 mm S-I, ~ 2·07-2·41 mm S-I]. 

(iii) dithiolate complexes with 1,2-ethanedithiolate (EDT) and 3,4-toluene-
dithiolate (TDT), examples being Sn(EDT)2' Sn(EDT)2phen, Sn(TDT)2, 
[Refs. on p. 424] 
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Sn(TDT)2PY, Me2SnEDT, Me2SnEDTpy, and Ph2SnTDTpy [202]. The 
Mossbauer parameters vary considerably [(J(Sn02) in the range 0·50-1·36 
mm S-1; a 0·84-2·62 mm S-1], and most of the complexes are believed to 
have polymeric structures. 

(iv) some bis-dithiocarbamate derivatives of the types Ph2Sn[S2CNR2h 
where R = Ph, Et, CH2Ph, (CH2)4; [(J(Sn02) = 1·08-1'19 mm S-1; a = 
1-66-1'76 rom S-1] anc!.R2'Sn[S2CNR2h where R' = Bun, Me [(J(Sn02) = 
1·54-1·69 mm S-1; a = 2-85-3-38 mm S-l]. 4- and 6-coordination have been 
proposed for the respective groups [203]. 

(v) parameters from various sources have also been listed without comment 
for a number of compounds [137]. Examples include Me3Sn(1,2,3-triazole) 
and Ph3Sn(I,2,4-triazole). 

14.6 Metals and Alloys 
Tin Metal 
Properties of cx-(grey) and p-(white) tin relevant to their use as source 
matrices and the interpretation of the chemical isomer shift were discussed in 
Sections 14.1 and 14.2. 

p-tin, which is the form stable at room temperature, has a tetragonal unit 
cell in which each tin atom is surrounded by a distorted tetrahedron of 
neighbours at 3·02 A and by two more only slightly further away at 3·17 A. 
The linewidth of the p-Sn resonance is broader than expected for an unsplit 
resonance, and quadrupole splitting of '-()'3 mm S-1 has been suggested [13]. 
This results in a small change in the apparent position of the line in single 
crystals oriented successively in the [100] and [001] directions [204-206]. An 
estimate of 0·2 mm S-1 for the quadrupole splitting has also been obtained 
from the anisotropy of the angular dependence of resonantly scattered ,,-
radiation [207]. 

A thermal red-shift in p-Sn was first reported in 1960 [16]. A more accurate 
study in the range 3·6-90 K has taken into account the contributions due to 
relativistic time-dilation, temperature dependence of the chemical isomer 
shift from volume changes, and the effect of unresolved quadrupole asymmetry 
on the effective line position [208]. 

The recoil-free fraction of p-tin has been measured in many laboratories, 
but with little consistency of results. Probably the most accurate results are 
by Hohenemser [209], who tabulates previous measurements, and his own 
data for the temperature range 1'3-370 K: f= 0·72 ± 0-01 at 4·2 K, 
0·455 ± 0·010 at 77·3 K and 0·039 ± 0-010 at 300 K. The effective Debye 
temperature of about 135 K is almost independent of temperature in this 
region. 

The recoil-free fraction is anisotropic, and the temperature dependence off 

[Refs. on p. 424] 
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for different orientations of single crystals is not the same [206]. Application 
of pressures of up to 110 kbar at room temperature causes a significant in
crease in/and a change in the chemical isomer shift of 0·25 x 10-2 mm S-1 
per kbar [210]. The recoil-free fraction is smaller in samples of fJ-tin with 
smaIl particle size (1550-250 A), there being some correlation with the total 
surface area which increases as the particle diameter decreases [211J. Other 
earlier discussions of the lattice-dynamical properties of fJ-tin are available 
[6, 212-214]. 

A premelting anomaly observed as a reduction in the intensity of the 
Mossbauer line within 3° of the melting point was originally attributed to 
solid-state diffusion [214]. However, this has now been shown to be due to 
the presence of impurity, there being no such effect in 99·999% purity 
samples [215]. 

Monolayers of tin can be formed on platinum electrodes in an acid solu-
tion of the metal cation if the potential is more anodic than required to pro-
duce a multilayer deposit. The spectrum of such a monolayer was observed 
using 119mSn activity in solution, and showed the following features [216]: 
(a) the chemical isomer shift was 2·25 mm S-1 (Sn02) compared with 2·56 
mm S-1 for fJ-Sn and is closer to the vahie for 119Sn in platinum; 
(b) the recoilless fraction of the adsorbed tin was greater than for fJ-tin 
because of firmer binding to the platinum. This is also implied by the use of an 
anodic potential; 
(c) there is a quadrupole splitting of 1·4 mm s -1 as a result of an appreciable 
electric field gradient perpendicular to the surface of the platinum. However, 
no Karyagin effect due to anisotropy was seen. 

Fractional tin layers produced at higher potential showed a larger quadru-
pole splitting and smaller chemical isomer shift, the former a result of lower 
symmetry in the plane of the surface and the latter suggesting that isolated 
adsorbed atoms are more firmly bound than the monolayer. 

Another unusual surface layer experiment has studied the interaction of tin 
foil with bromine vapour [217J. The energy of conversion electrons emitted 
following resonant absorption is a function of the depth of the emitting 
nucleus below the material surface. A focussing fJ-spectrometer was used to 
characterise the different layers near the surface of the Mossbauer absorber. 
An outer coating of SnBr4 was found, together with an intermediate layer of 
SnBr2· 

It is commonly assumed in the study of impurity atoms in metals that the 
properties of the host are effectively unchanged. fJ-Sn containing,...., 1 % of Ge, 
In, Sb, Pb, or Bi impurity atoms shows no change in the chemical isomer 
shift, but 0·5% of Zn, Cd, or Na can cause an increase in shift of as much as 
0·06 mm S-1 [218]. This implies the existence of a long-range interaction 
between the impurity and host atoms which perturbs the electron density 
in the alloy. 
[RefS. on p. 424] 
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The recoil-free fraction, effective Debye temperature, and quadrupole 
interaction show no change within experimental error between the normal 
and superconducting states of tin and tin-indium alloys [6, 219]. 

Binary and Ternary Alloys 
The alloy Mn4Sn is magnetically ordered below about 150 K, and at low 
temperatures shows an induced magnetic field (at saturation) of about 
-45 kG at the tin nucleus [37, 220]. Mn2Sn is also magnetically ordered, but 
with a larger field of about +200 kG. The signs were determined by applica-
tion of an external magnetic field. 

The temperature dependence of the internal field at 119Sn in MnSn2 has 
been followed up to the Neel temperature of 324 K. It follows a Brillouin 
function, the value at 83 K being 65 kG [221]. 

FeSn2 shows a 57Fe field of 115 kG at 295 K, the temperature dependence 
of which gives a Neel temperature of 377 K. The 119Sn spectrum shows a 
field of approximately 25 kG at 295 K with signs of a small quadrupole 
interaction [222-223]. The results have been confirmed independently, and 
the 119Sn chemical isomer shift found to be ",2·1 mm S-1 [224]. Brief 
details have also been given for the alloys Fe3Sn, FeSSn3' Fe3Sn2, and 
FeSn [225]. 

The copper-tin system shows a non-linear dependence of the chemical 
isomer shift on the tin concentration [226]. The copper-rich at-phase ( < 10 at. 
% Sn) has a face-centred cubic structure, and the shift remains nearly con-
stant at about 1'61 mm S-1 until the p-phase is reached, whereupon there is 
an almost linear concentration dependence encompassing the p (",,15%), 
i' (",16-20%), e (Cu3Sn), and 'YJ (Cu6SnS) phases. This is illustrated in Fig. 
14.12, which also incorporates the value for p-tin itself. The conduction 
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Fig. 14.12 The chemical isomer shift of 119Sn in the Sn-Cu phases. [Ref. 226J 
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electrons of copper may be described as a half-filled collectivised s-band, and 
the tin atoms initially introduced give up their valence electrons to the 
conduction band as shown by the low s-electron density with respect to 
{J-Sn. The electron density at the tin remains essentially constant until this 
band is filled, and it is only then that the tin plays a significant part in the 
band structure of the metals. 

By contrast, the chemical isomer shift of the alloys PdaSn, PdzSn, PdaSnz, 
PdSn, PdSnz, PdSn4, and a solid solution of tin in Pd (>9'5 at. % Sn) show 
a strictly linear relationship with the atomic percentage of tin [227, 228]. 
Palladium metal has 9·4 electrons per atom in the 4d-band with 0·6 electrons 
in the 5s-band. An increase in the tin content causes a gradual filling of the 
palladium d-band by the tin valence electrons, and again the negative chemi-
cal isomer shifts with respect to {J-tin indicate a lowering of the s-electron 
density at the tin nucleus. As this d-band fills, the proportion of electrons 
localised in tin 5s-orbitals increases and causes the observed increase in 
chemical isomer shift. A similar situation is found in the platinum alloys 
PtaSn, PtSn, PtzSna, PtSnz, and PtSn4 [229]. 

The chemical isomer shift of 119Sn has been measured over the entire 
range of composition of tin with the six metals Cd, In, Sb, Tl, Pb, and Bi 
[230]. Considerable correlation with the known phase diagrams of the binary 
alloys was found and in the cases ofIn, TI, and Pb, large changes in chemical 
isomer shift were recorded in the vicinity of phase boundaries. 

The Heusler alloys CuzFeSn, CuzCoSn, and CuzNiSn give only a single 
resonance line [42], but CozMnSn, NizMnSn, and CUzMnSn show substan-
tial magnetic splitting [42, 44, 231]. Published data are very inconsistent be-
cause disordering causes inhomogeneities in the magnetic ordering, but fields 
of up to 235 kG are reported. The field in CozMnSn at 4·2 K has been 
shown to be + 107 kG [232]. 

Application of pressures of up to 100 kbar diminishes the chemical isomer 
shift of (J-Sn, Pd(l2% Sn), and SnAu [233, 234]. An anomalous initial 
increase followed by a more normal decrease at higher pressures is found for 
MgzSn and may be interpreted in terms of a significant amount of band 
repopulation coupled with the usual electronic shielding effects which 
dominate at high pressures. 

The alloys PrSna, NdSna, and SmSna have the face-centred AuCua 
structure. All three show a 119Sn quadrupole splitting of 1,1 mm S-1 in the 
temperature range 1·5-298 K because of the effectively square-planar 
coordination of tin to the rare-earth ion [235]. Although PrSna and NdSna 
are known to order antiferromagnetically within this region, any induced 
field at the tin nucleus is below experimental resolution. 

Other metal systems studied include IrSnz and PtSnz which have the CaFz 
lattice [236]. Recoil-free fraction and lattice dynamical studies have been 
made on SnAs, SnSb, SnTe, and SnPt [237] and on NbaSn [238, 239]. 
[Refs. on p. 424] 
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Tin Impurity Atoms 
The use of 119mSn doping in metals for lattice-dynamical studies is con-
sidered to be beyond the scope of this book, but notable contributions 
include studies of the metals Au, Pt, Th [240], and V [241], and the alloys 
Sn/Bi, Sn/Cd, Sn/In, Sn/Sb [242], and Pdf Ag, Au/ Ag, In/ Ag [243], and 
Pd/H, Pdf Ag [244]. 

It is interesting to note, however, that there is a relation between the 
chemical isomer shift of a tin impurity atom and the effective force constant 
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Fig. 14.13 Relation between the chemical isomer shift of 119Sn impurity atoms in 
various metals and the effective force constant of the host, 6D 

2M. [Ref. 245, Fig. 1] 

of the lattice defined as ()D 2 M, where M is the mass of the host atom and ()D 
is the Debye temperature of the lattice [245]. This is illustrated in Fig. 14.13. 
Similarly there is a linear relation between the chemical isomer shift and the 
compressibility of the host matrix [246]. 

The behaviour of 119Sn in chromium is rather unusual. At temperatures 
below the Neel temperature one does not see a single unique magnetic 
field as expected, but rather a broad distribution of fields which results in a 
diffuse spectrum [247]. Examples are shown in Fig. 14.14. The narrow 
central line is due to precipitated metallic tin and is not part of the 119Sn/Cr 

[Refs. on p. 424] 
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spectrum. The solid curves were calculated assuming that the field was 
directly proportional to the linearly polarised spin-density waves of the 
conduction electrons, which in this case are incommensurate with the 
lattice. This was verified by repeating the measurements for an alloy of 
0·8 wt % Mn in Cr which is known from neutron diffraction measurements 
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Fig. 14.14 MOssbauer spectra of 119Sn in chromium. Note the very diffuse magnetic 
spectrum. [Ref. 247, Fig. 1] 

to have a commensurate structure; the anticipated single-valued magnetic 
field (103 kG at 200 K) was found in this sample. 

The internal field at 119Sn nuclei in face-centred cubic cobalt metal falls 
from -22 kG at 4·2 K to -10 kG at 500 K [248J. Above 800 K the field 
increases in value again, and it is believed that the smooth temperature-
dependence curve (Fig. 14.15), which was drawn assuming that the value of 
the field at first decreases and then reverses in sign at about 700 K, to approach 
a new positive maximum at 1100 K, is genuine [249J. 

On the assumption that the field at the tin is proportional to the 3d I 5s-

[Refs. on p. 424] 
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electron overlap, it is possible to calculate an average value for 1 (3d 1 5s) 12 
(= IX) in the presence of lattice vibrations. A simple Einstein-model treat-
ment gives remarkably good agreement with experiment. If IX is taken 
to be a function of internuclear distance such that IX ex: ,:.." where n is large, 
and if, = d - x where d is the mean distance between Sn and Co such that 

-,Or-~~------------------------------4 

Sn in Co 

-10r------------~~r_-------------------~ 

O~------------~~~----------~~ 

Heff=0'(-27'8tS.jcoth 281) 
2T 

100~---~---~4~OO~---~--~80~O--~~~~---~ 

Temperature/K 

Fig. 14.15 The effective field of 119Sn in cobalt as a function of temperature with 
a theoretical curve for Herr superimposed. [Ref. 249, Fig. 1] 

x is the change in d, then IX can be expanded as a power series to give 

(IX) ex: A + B (x) + C(X2) 

which with an Einstein model for (x2 ) gives [249] the temperature-dependence 
function as 

HT = a[Ho + hcoth (~;)J 

where Ho, h, and TE are constants. The fit to the experimental data is indi-
cated by the solid line in Fig. 14.15. 

By comparison, the behaviour of the field at 119Sn in nickel and iron is 
more regular and approximates quite closely to the reduced magnetisation 
curve [250]. Cobalt is thus anomalous and this has not been fully explained. 
119mSn in iron metal as already seen in Chapter 14.2 gives a field of 78·5 kG 
at 283 K[38]. Co/Pd and Fe/Pd alloys have also been studied [251]. Magnetic 
hyperfine broadening has been found at low temperatures for 119mSn nuclei 
in Au/Cr, Au/Mn, and Au/Fe alloys, but not in Au/Co or Au/V [252, 253]. 
Similar studies have been made for Cu/Mn and Ag/Mn alloys [254]. De-
tailed work on the Cu/Mn system showed long-range ordering with the 
119Sn field determined by a probability function rather than a unique value 
[255]. 

The magnetic field at 119Sn nuclei in a 0·2 at. % alloy with gadolinium 
ranges from -329 kG at 4·2 K to -206 kG at 200 K and appears to follow 

[Refs. on p. 424] 
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the J = t Brillouin function appropriate to the gadolinium [256]. Earlier 
work on 1 % alloys of tin with rare earths had given the following values for 
I H I at 4·2 K: Gd 238 kG, Tb 169 kG, Dy 125 kG, Ho 62 kG, Er 45 kG, and 
Tm 54 kG. The sign of the field at the tin nucleus in gadolinium was positive 
and in erbium negative, but the other signs were not determined [257]. The 
internal field is approximately proportional to the projection of the spin of 
the rare-earth ion on its angular momentum, i.e. (g - I)J, implying that the 
induced fields originate in the spin polarisation due to the 4f-electrons. The 
Tm and Er fields would then be opposite in sign to the others, but there is a 
clear conflict with the later work as to the sign of the field in gadolinium at 
lower concentrations. The fields recorded at the tin site in several inter-
metallic compounds at 4·2 K were 55 kG (ErzSn), 68 kG (HozSn), 142 kG 
(DYzSn), 184 kG (TbzSn), and 289 kG (GdzSn) [257]. The field at the 119mSn 
nucleus in a very dilute alloy of tin in erbium was found to be 124 kG, and it 
was suggested that accidental precipitation of MzSn phases in the earlier 
work might account for the anomalies in the data [258]. 
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15 Other Main Group Elements 

Having discussed at length the data for 57Fe and 119Sn which have un~ 
doubtedly dominated the first decade of chemical M6ssbauer spectroscopy, 
we now turn to other elements. In this chapter we discuss the remaining 
Main Group elements in which the Mossbauer effect has been observed in 
order of increasing atomic number. The elements are potassium, germanium, 
krypton, antimony, tellurium, iodine, xenon, caesium, and barium, although 
not all of these have been used for chemical studies. Particular attention will 
be paid to the experimental difficulties involved, and the potential of each 
will be assessed with regard to further study in the near future. Where esti
mates have been given for the errors in the original data we quote these in the 
form 3-90(35), indicating 3·90 ± 0·35. This is to allow the significance of 
small differences in values to be easily assessed. 

A full tabulation of relevant nuclear properties for all Mossbauer nuclides 
is given in Appendix 1. 

15.1 Potassium (4°K) 

The nuclide with the lowest mass for which a Mossbauer resonance has been 
recorded is 40K. This isotope has a natural abundance of 0·012% and is 
itself radioactive with a half-life It = 1·26 x 109 y. The 29-4-ke V first excited 
state is not populated by any radioactive parent, but can be reached during 
the course of nuclear reactions on the predominant potassium isotope 39K. 
Two basic methods have been used: a (d,p) reaction and an (n, y) reaction. 

A 0·2-pA beam of 3·5-MeV deuterons incident on a potassium metal target 
induces the 39K(d, p)4°K reaction [1]. The resonance obtained at liquid 
nitrogen temperature with both the source and a KCI absorber enriched in 
4°K was ""1% and had a linewidth of 4·10(35) mm S-1 compared to the 
natural width of 2·4 mm S-1 derived from the excited-state lifetime of 
3-90(35) ns [2]. The broadening can be attributed mainly to absorber-thickness 
effects. In situ experiments of this type are usually conducted with incident 
radiation at 90° to the direction of observation through the absorber and, 
provided that adequate shielding is used, the efficiency of the detection 
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system will be high. However, the requirement of a primary radiation source, 
in this case a van der Graaff accelerator, limits the number of laboratories 
equipped for these experiments. 

In contrast to the resonance in KCI, no resonance was detected with KBr 
or KOH targets. However, the metal itself gave a greater effect than expected. 
The kinetic energy of the nuclear reaction is about four times that required 
to eject an atom from its lattice site in the metal, and it would appear from 
the experiments that there is an extremely rapid recovery from the local 
thermal effects due to this radiation damage. 

The alternative method uses the 39K(n, y)4°K reaction in a thermal neu
tron beam [3]. In this case the recoil energy of the reaction is up to 30 times 
the displacement energy, but once again radiation damage has no visible 
effects on the spectra. The method is undoubtedly superior for Mossbauer 
experiments and was adopted in subsequent work [4]. A series of experiments 
in which the targets KF, KCI, KCs, KNiF3' KCoF3, K02 , KAISi30 s, KN3, 
KOH, KCN, KH, and KHF 2 were used successively as sources and enriched 
4°KCI was the absorber gave single lines with no chemical isomer shifts at 
liquid nitrogen temperature within experimental error [4]. Likewise there was 
no chemical shift when a KF target was the source and KI the absorber. 
Theoretical calculations of the nuclear excited states of 4°K predict that 
lJ<R 2 )/<R 2

) (= 2lJRIR) will be approximately zero, which is unfortunate 
from a chemist's point of view since this inevitably dictates a universally 
minute or zero chemical isomer shift. Measurements of KF and potassium 
metal targets against KCI at temperatures between 10 K and 78 K showed a 
second-order Doppler shift in agreement with prediction. An upper limit for 
lJ<R 2 )/<R2) was derived as lJ<R2)/<R 2 ) < 5 x 10-4. Calculation of the 
recoil-free fraction for potassium metal suggests that there is some reduction 
in the experimental recoil-free fraction as a result of radiation damage [5]. 

No quadrupole or magnetic byperfine interactions have been detected, and 
the only general application would appear to be the use of the recoil-free 
fraction in lattice-dynamical studies. 

15.2 Germanium (73Ge) 

Germanium-73 has several low-lying excited levels, of which the 13·5-keV 
first excited state suffers from excessive internal conversion (OCT> 1000) and 
a long lifetime (4 I-'s), as does the 66·8-keV second excited state (0·53 s). The 
67·03-keV third excited state has convenient properties for Mossbauer 
spectroscopy but is only weakly populated by the decay of 73Ga. All Moss
bauer experiments have therefore used a direct population of this level by 
Coulomb excitation in an ion beam. The ground state has 1= !+, while 
the 67·03-keV level is probably 1= t+ and decays directly to the ground 
state. 
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The resonance was first demonstrated by Czjzek et al. in 1966 using 
25-Me V oxygen ions from a van der Graaff accelerator to excite a germanium 
target which, together with a germanium absorber, was at liquid nitrogen 
temperature [6]. However, the observed intensity was very weak, the nominal 
recoil-free fraction of the target being only 0·009 compared to the predicted 
value of 0·125 for a germanium Debye temperature of (JD = 360 K. The low 
recoil-free fraction obtained from a germanium target can be attributed 
directly to radiation damage, and in some cases an initially crystalline target 
may become completely converted to the amorphous state [7]. 

More satisfactory results have been achieved using the Coulomb recoil
implantation technique [7, 8]. The Coulomb-excited nuclei have sufficient 
kinetic energy to leave their lattice sites and travel a distance of the order of 
10-4 cm in a solid matrix before coming to rest. This provides a mechanism 
for transferring the excited 73Ge nuclei to a stronger crystalline lattice. A 
very thin layer of germanium (.-{)·3 mg cm- Z) is deposited on a matrix such 
as chromium so that the recoiling excited atoms are ejected from the ger
manium layer and come to rest in the chromium matrix as impurity atoms. 
This takes place on a time-scale (10- 12 s) shorter than the excited-state life
time (10- 9 s), and the recoil-free fraction of a 73Ge atom in chromium is 
then 0·06 at 78 K compared to 0·008 for a thicker germanium target [7]. A 
detailed mathematical description of the recoil-implantation processes has 
been given [8]. 

The first measurements using this technique [7, 8] utilised a 3-5-p,A beam 
of oxygen ions, producing a thermal effect of up to 10 K in the host matrices 
of Ge, Cu, Fe, or Cr, which were cooled with liquid nitrogen. Typical spectra 
obtained are shown in Fig. 15.1. No line splitting was observed, and the 
linewidth was close to the natural width (see below). Chromium was found 
to be the most effective host. 

Fig. 15.1 shows clear evidence for a chemical isomer shift between the 
metal and GeOz of -0'98(7) mm S-1. Assuming electronic configurations of 
4s14p 3 for germanium and 4so4po for Ge4+ ions in GeOz it is possible to 
calculate [8] d(RZ)/<RZ) = +1·8 x 10-3. However, because of similar 
arguments to those used for 119Sn, this is unlikely to be more than an 'order 
of magnitUde' result. The chemical isomer shift between a target of 73Ge in 
chromium and a germanium absorber is +0,17(7) mm S-1. Extrapolation of 
the experimental linewidths to zero absorber thickness gave a width of 
2·2(1) mm s- 1, and thence an excited-state lifetime of 1'86(10) ns compared 
to the value of 1'62(14) ns from other methods [9]. An absorber of FeSGe3 
showed a chemical isomer shift of +0·06(6) mm S-1 relative to the chromium 
host, and although slight broadening was found, magnetic hyperfine splitting 
was not resolved. 

Independent work [10], also using recoil-implantation into chromium, 
recorded a shift in the Ge(I1) compound, GeSe, and in the two modifications 
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of Ge02' The observed shifts relative to germanium metal were: GeSe 
+1'34(39) mm s-1, hexagonal Ge02 -0·99(13) mm S-1, tetragonal Ge02 
-0'86(9) mm S-1. On the assumption that Ge02 is 62% ionic (i.e. a con
figuration 38% 4s14p3 and 62% 4s04pO), that GeSe has the configuration 

1'01 

1-00 

0'99 

0'98 
(a) 

1'02 

1-01 

1'00 

.* 0'99 

.~ 
c: 
$; 0'98 

0'97 

0'96 
(b) 

1-01 

1'00 

0·99 

0'98 

0·97 
(e) 

-15 0 15 
Velocity/{mm S-l} 

Fig. 15.1 M6ssbauer spectra for (a) a73Ge target and a natural Ge absorber; (b) a 
73Ge/chromium target and Ge absorber; (c) a73Ge/chromium target and GeOz 
absorber. Note the significantly greater effect with the recoil-implantation technique 
and also the chemical isomer shift between Ge and GeOz. [Ref. 7, Fig. 1] 

15% 4s24po + 85% 4S24p2, and that Ge metal is 4s14p3, a value for 
d(R2)/(R2) of +2·24 x 10- 3 was derived. 

Detailed measurement of the recoil-free fraction in germanium metal [8] 
has since been reinterpreted [11] using a different lattice-dynamical model. 
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15.3 Krypton (83Kr) 

Krypton-83 has several nuclear properties which are ideal for a Mossbauer 
nucleus. It has a low y-ray energy and a natural linewidth and isotopic 
abundance similar to those of 57Fe. Unfortunately from the chemical point 
of view, the degree to which these can be exploited is limited by the lack of 
compounds. Nevertheless, some interesting work has been done. 

The 83Kr (9'3-keV) resonance was first reported in 1962 by Hazony et al. 
[12] for both krypton gas (frozen) and a hydro quinone clathrate. The decay 
scheme of 83Kr has already been given in Fig. 2.7 in the general section on 
source preparation. There are three possible routes to the 9'3-keV level, and 
the first work utilised the 8ZKr(n, y)83mKr reaction. Krypton sources can be 
made by irradiating the frozen gas or the clathrate. The metastable 41'8-keV 
state decays with a half-life of 1·86 h via the 9'3-keV level (I = t) to the 
ground state (I = ~). The lifetime of the excited level is 147 ns [13], giving a 
resonance naturallinewidth of 0·20 mm S-1. Detection of the y-rays to the 
exclusion of the 12'6-keV X-ray can be achieved using gas-counters and a 
zinc selective filter. In this early work it was shown that the linewidths 
observed are 8-10 times greater than expected, and that the temperature 
dependence of the resonance intensity in the clathrate is anomalous, remain
ing nearly constant above 125 K. 

The low activity of 83mKr generated by neutron irradiation, as well as 
handling difficulties, have led to the development of other sources. The 
81Br(IX,2n)83Rb reaction gives the 83-d 83Br isotope, and this has been in
corporated in a CaBrz matrix [13]. Unfortunately the electron-capture decay 
is mainly via the 83mKr level, and it was found that there is a considerable 
chance of the excited krypton daughter atoms escaping from a CaBrz matrix 
before they can populate the 9'3-keV level. In addition, the linewidth is about 
7 times greater than natural. 

The third method (Fig. 2.7) is via the {J-decay of 83Br (ti = 2·41 h). In the 
first instance this was produced by neutron irradiation of SeOz, followed by 
chemical separation [14]. The activity was then incorporated in matrices of 
LiBr, NaBr, KBr, CsBr, NH4Br, and KBr03' The decay is efficient, high 
specific activities can be obtained, and such sources are not self-resonant. 
The chemical isomer shift of these sources at 90 K was zero within experi
mental error relative to a solid krypton absorber at 22 K. The linewidths 
were of the order of ten times the natural width, but with no signs of a static 
electric field gradient, and the broadening was attributed mainly to the 
sources. The decay of KBr03 showed no evidence for the formation of a 
'Kr03' daughter molecule (reference to Chapter 15.7 and the production 
of Xe03 by decay of 103 - will explain this point). The electric field gradient 
predicted by assuming that 'Kr03' is analogous to Br03 - should give a clear 
line splitting, but none was found. Any krypton molecular species is thus 
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unstable within the 83mKr lifetime of 1·86 h. The 83Rb decay in RbF2, 
RbCI2, and RbBr2 gives a krypton atom in all cases, but small chemical 
isomer shifts can be detected which are the result of a change in the s-electron 
density due to orbital overlap [15]. 

The characteristic symmetric but very broad line found for all three types 
of 83Kr source was used to argue against the production of different valence
state configurations [14]. This would be unlikely to give symmetry. Instead it 
was suggested that the isomeric transition decay of 83mKr which involves the 
ejection of an L or K electron penultimately produces an electron hole some
where in the Kr atomic shell which is finally filled from neighbouring ligands. 
The ligand environment will probably then distort, and in the event that it 
has high initial symmetry, e.g. octahedral, there will be several degenerate 
distortion modes with electric field gradients of opposite sign. The situation 
parallels to some extent the Jahn-Teller effect. 

This problem was overcome [16] by incorporating the 83mKr into a semi
conducting lattice of Zn82Se or Pb82Se which might be expected to provide 
electrons more readily than insulating materials, and which may also be 
conveniently irradiated to give 83Br. As shown in Fig. 15.2, the line broaden
ing was immediately reduced to only 25% with a ZnSe source and a krypton 
absorber. Substantial resonance effects can be obtained at room temperature. 
Particularly interesting is the resolution for the first time of the predicted 
small quadrupole splitting in a clathrate absorber. An 119Sn82Se source 
matrix was less successful because of additional broadening which was 
probably a result of nonstoichiometry in the source. Particular interest 
attaches to the lattice-dynamical properties of krypton [17, 18]. The van der 
Waals 'particle-in-a-box' model for krypton clathrate assumes that the 
dynamics of the occluded atom are entirely decoupled from the dynamics of 
the host lattice. The 'rattling' frequency of the Kr atom has been studied 
using infrared techniques, but gives about half the value of the mean-square 
displacement, <X2), calculated from the Mossbauer recoil-free fraction 
data [18]. A large contribution from the low-frequency lattice vibrations thus 
plays an important part, and although the simpler model is valid when the 
mass of the occluded atom is small in relation to the unit cell of the host, it 
is not valid in the case of krypton where the mass difference is smaller. 

Recoil-free fraction measurements for solid krypton between 5 K and 85 K 
are also available [19, 20], but in this case the/values are lower than expected. 
Some of the first calculations [20] omitted the effects of anharmonicity upon 
the phonon frequency spectrum. Inclusion of an harmonic effect [21] gives 
better agreement between experiment and theory, but the zero-temperature 
limit of/is anomalously low and has still not been explained. 

A 77'8-kG external field has been applied to solid krypton along the 
direction of observation to determine the excited-state magnetic moment, 
Pe [22]. In these circumstances there are 16 allowed transitions with ilm = ± 1 
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Fig. 15.2 The 83Kr resonance using semiconducting sources: (a) A ZnSe source/ 
solid krypton absorber gives close to the naturallinewidth, (b) and (c) the hydro
quinone clathrate is quadrupole split, (d) an SnSe source is broadened because of 
interactions in the source. [Ref. 16, Fig. 1] 
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Fig. 15.3 Mossbauer spectrum of 83Kr in solid krypton in a field of 77·8 kG 
(absorber only) at 4·2 K. [Ref. 22, Fig. 3] 
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between the I = t excited state and I = ! ground state. A very broad
spectrum envelope was obtained (Fig. 15.3) and the solid line is the calcu
lated result for gt/g~ = +1·249(2). Using the known value of Pa = -0,967 
n.m. gives a value of Pc = -0'939(2) n.m. An independent determination 
[23] using a field of 19 kG applied to a ZnSe source in a direction perpendicu
lar to the observation axis gave Pc = -0'99(8) n.m., which agrees well 
despite the lower resolution possible with such a field. 

The only known krypton compound for which data are available is KrF2 
[13]. Fig. 15.4 shows two spectra (plotted with an X-Y recorder) which were 

-20 0 20 40 
Velocity/{mm S-I) 

Fig. 15.4 Two spectra of KrFz obtained using a 83Rb source. Note signals presen 
in both spectra at about 0'5% level. [Ref. 13, Fig. 3] 

accumulated at 78 K using an 83Rb source. The severe line broadening of 
the latter is partly responsible for the poor data, despite the advantage of a 
longer source lifetime. Lines are apparent at about -28, -20/22, -10,0, 
34 mm S-1. The entire spectrum was computer analysed for a best fit to the 
spectra predicted for various ratios of the quadrupole moments, Qc/ Q". The 
influence of the ratio is illustrated in Fig. 15.5. The value deduced was 
Qe/Qa = 1'70, which with the known value of +0·2701 barn for Qa gives 
Qe = +0·459(6) barn. Note that in isotopes where Ia > t, the ground-state 
quadrupole moment is usually known accurately, so that determination of 
Qe is not subject to difficulties in the estimation of electric field gradients. 

The quadrupole coupling constant in KrF2 is e2qQ = 960(30) MHz 
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(converted from velocity using '11= 0-806vEy where Ey is in keY and v is in 
mm S-I). Atomic beam measurements have given a value of 904·4 MHz for 

R=2 

R=1 

R=O 

Plotted for A=t and 5=0 

Effect of R= Q (7/2) 
Q(9/21 

Intensities I 
1530 21 18 6 28 14 3 

o 6 12 
Velocity/(mm S-l) 

Fig. 15.5 Schematic illustration of how the ratio Q.IQ. affects the 83Kr spectrum. 
[Ref. 13, Fig. 2] 

the electric field gradient due to a single 4p-electron in krypton, so that the 
number of unbalanced p-electrons, Up, is 1·06. This implies the removal of 
0-53 electrons from krypton to each fluorine atom. 

The chemical isomer shift was I-50(5) mm s -1 with respect to the source. 
Decreased shielding of the 4s-electrons by the effective 4pS(Kr+) configura
tion in KrF 2 is responsible, allowing an approximate calculation of 
~<R2>/<R2> = +8 x 10- 4

• 

15.4 Antimony (121Sb) 

The 37·15-keV resonance of 121Sb was first recorded in antimony metal by 
Snyder and Beard in 1965 [24]. This level is conveniently populated directly 
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with 100% efficiency by the p-decay of 121m Sn which has a half-life of 76 y. 
The latter can be produced by the reaction 120Sn(n, y)121mSn, but the shorter
lived contaminants of 113Sn (115 d), 119mSn (250 d), and 123mSn (125 d) are 
also produced from small quantities of other isotopes in the 120Sn. Con
sequently, the 121mSn source is most effective after a lapse of some months 
when these have decayed. Chemical separation is also advisable to remove 
the 125Sb activity. The major unwanted radiations in the y-ray energy 
spectrum are then the intense K X-rays centred at 26·4 ke V, but adequate 
resolution may be obtained with a xenon-filled proportional counter [24], or 
by using the escape peak of a NaI(Tl) crystal [25]. 

The 37'15-keV transition is from the 1= t+ excited state to the 1= t+ 
ground state, the multipolarity being pure Ml. The first measurements used 
a source of chemically separated 121mSn electroplated as p-tin onto copper, 
and absorbers of Sb metal and Sb20 3 [24]. Isotopic enrichment of absorbers 
was not required to obtain a significant absorption with both source and 
absorber at 80 K. The tin source matrix was used in most of the early work, 
although 121mSn/Sn0 2 has also been used with success [26]. A third source 
is Ca121mSn03' which by analogy with the same sources used in 119Sn work 
(see Chapter 14.1) is likely to have the narrowest line and highest recoil-free 
fraction of the three [27, 28]. Detailed comparative data are not available, 
but experiments are usually made with the source and absorber at 80 K in 
all cases. Linewidths close to the natural width (2·1 mm s - 1) can be 0 b
tained with an InSb absorber and a 121mSn/p_Sn source [29]. The recoil-free 
fraction of a 121mSn/SnO l source is 0·32 at 80 K and 0·16 at room tempera
ture [26]. The internal conversion coefficient derived from the same measure
ments is OtT ",10. 

Although quadrupole splitting is seen in the 121Sb resonance in appropri
ate compounds, the line splitting is less than the experimentallinewidth [29], 
even in cubic Sb20 3 which is known from nuclear quadrupole resonance 
(n.q.r.) data to have one of the largest electric field gradient values. Eight 
quadrupole transitions are predicted for a t -+ t Ml decay (see Appendix 2). 
The known value of e2qQ from n.q.r. data is 555·5 MHz (18'64 mm S-I), and 
a series of calculated spectra for different values of R = Qe(t) / QlI(t) is given 
in Fig. 15.6, together with an actual spectrum at 4·2 K in Fig. 15.7. Particu
larly disturbing is the ambiguity as to the value of R. Equally good fits 
(judged by Xl statistical criteria) can be obtained in this instance for R = 1·42 
and R = 0'62, and provide a salutory example of how a statistically accept
able analysis need not be unique. However, e2qQlI was left as a free parameter, 
and the low value of 16·68 mm S-1 derived when R ---.:. 0·62 compares un
favourably with 18·76 rom S-1 when R = 1·42. Analysis of several spectra 
led to the adoption of Qe(t)!QlIH) = 1·38(2). Several quadrupole splittings 
have been subsequently deduced from unresolved spectra, and are given in 
Table 15.1. Estimations of the electric field gradients in Sb20 3 and SbF3 
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Table 15.1 Mossbauer parameters of antimony compounds (121Sb) 

Compound T/K 3*/(mm S-l) 3 (8nOz)* eZqQ. 
Reference /(mm S-l) /(mm S-l) 

Antimony (V) 
Na8b(OH)6 80 +0·5(2) (8nOz) +0·5(2) 26 
8bzOs 80 0·0(2) (8nOz) 0·0(2) 26 

80 0·1(3) (Ba8n03) 0·1(2) 37 
4·2 +9·9(2) (In8b) +1·6(3) -8·4(8) 30 

80 +1·06(2) (8nOz) +1·06(2) -4·3(1-1) 36 

ex-8b20 4 80 { +0·61(3) (8n02) +0·61(3) -6·1(1·0) 36 
-14·36(6) (8n02) -14·36(6) +16·4(6) 36 

80 { +0·3(2) (&Sn03) +0·3(2) 37 
-14·5(2) (&Sn03) -14·5(2) 37 

Na38b84.9H2O 80 -5'·7(1) (Ba8n03) -5·7(1) 37 
NiH 2"Fez- 3,,8b,,04 80 +8·0 (InSb) -0·15 28 
(0·33 > x > 0·05) 
KSbF6 4·2 +12-3(4) (In8b) +4·2(5) +8·0(1·6) 30 
Na8bF6 80 +2·0(2) (8nOz) +2·0(2) 26 
8bFs LN +2·23(12) (8nOz) +2·23(12) 35 
H8bC16.xHzO 80 -3·0(2) (8nOz) -3·0(2) 26 
8bCIs 80 -3·5(3) (8nOz) -3·5(3) 26 

LN - 3-12(3) (8nOz) -3-12(3) -404(2) 35 

Antimony (111) 
8bl 0 3 (cubic) 80 -0·56O(21)(p-8n) -11·37(2) +18·8(4) 29 

80 -10·4(3) (8nOl) -10·4(3) 26 
4 -3·02(5) (In8b) -11-17(1) +18·8(4) 30 

(cubic) 80 -11·32(12) (8n02) -11·32(12) +18·3(4) 36 
(orthorhombic) 80 - 11· 33(7) (8nOz) -11·33(7) +17·0(2) 36 
(amorphous) 80 -11· 35(1 0) (8nOl) -11·35(10) +18·6(1·0) 36 

80 -11-6(1) (&Sn03) -11·6(1) 37 
Sbz83 80 -14·6(2) (BaSn03) -14·6(2) 37 
SblSe3 80 -14·6(4) (&Sn03} -14·6(4) 37 
SbzTe3 80 -15-3(2) (&Sn03) -15·3(2) 37 
Sbz8z•97 (stibnite) LN -14·32(11) (SnOz) -14·32(11) 38 
8b283.S5 LN -12·74(17) (Sn02) -12·74(17) 38 
Sbz84·4 LN -12·27(11) (SnOz) -12·27(11) 38 
Sbz8z4•3 LN -12·54(11) (Sn02) -12·54(11} 38 
K8bC4H4OdH2O 80 -0·91 (p-Sn) -11·72 29 
SbF3 4 -6·0(2) (InSb) -14·2(3) +19·6(8) 30 

LN -14·6(2) (8n02) -14·6(2) +19·6(9) 35 
SbCl3 80 -15·5(2) (8n02) -15·5(2) 34 

? -5·30(16) (In8b) -13-45(22) 31 
LN -13·8(2) (8n02) -13-8(2) +12·2(1·7) 35 

SbBr3 80 -15·85(2) (Sn02) -15-85(2) 34 
LN -13·9(2) (8n02) -13·9(2) +9·4(1·8) 35 

Sbh 80 -16·5(3) (8n02) -16·5(3) 34 
? - NO(10)(ln8b) -15·55(16) 31 
LN -15·9(3) (8n02) -15·9(3) 35. 

Metallic phases 
Sb/nickel 80 -6·29(3) (CaSn03) -6·29(3) 27 
Sb/iron 80 -6·39(3) (Ca8n03) -6·39(3) 27 
In8b 80 -8·15(6) (8n02) -8·15(6) 36 

80 -8·4(3) (8nOz) -8·4(3) 26 
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Table 15.1 (continued) 

Compound T/K 1l*/(mms-1) Il(Sn02)* e2qQ. 
Reference /(mms- 1) /(mm S-1) 

InSb 80 -8·65(8) (CaSn03) -8·65(8) 27 
LN -8·56(8) (Sn02) -8·56(8) 35 

Sb/p-Sn 4 - 2·66(1) (InSb) -10·81(2) 26 
Sb metal 80 -11·2(2) (Sn02) -11·2(2) 26 

Organoantimony 
Ph3SbCl2 80 -6·9(2) (Sn02) -6·9(2) 25 
Ph3SbF2 SO -5·5(3) (Sn02) -5·5(3) 25 
(o-MeO.C6 H4 )3SbCI2 80 -6·2(2) (Sn02) -6·2(2) 25 
Ph4SbBr SO -5·6(2) (Sn02) -5·6(2) 25 
Ph4SnBF4 SO -6·0(1) (Sn02) -6·0(1) 25 
(p-CI.C6 H4 hSb SO -9·3(2) (Sn02) -9·3(2) 25 
(p-MeO.C6H4)3Sb SO -9·0(2) (Sn02) -9·0(2) 25 

* The chemical isomer shifts are quoted with respect to their original standard, and on a 
unified scale relative to 121Sb/Sn02. Conversions used are InSb to 121Sb/Sn02. 
-S·15 (6) mm S-I; 121Sb/,8-Sn to 121Sb/Sn02. -10·81 (20) mm S-I; 121Sb/CaSn03 to 
121Sb/Sn02. 0·0 mm S-I; 121SbjBaSn03 to 121Sb/Sn02. assumed 0·0 mm S-I. 

No temperature corrections have been made to data at different temperatures. 

have led to an estimate of -0·26 barn for Qa<i), giving QeG-) = -0·36 barn, 
although from the aspect of spectrum analysis, R is the important para
meter [30]. 

Magnetic hyperfine splitting was first recorded in ferromagnetic MnSb at 
4·2 K [32]. The magnetic field was already known from n.m.r. data to be 
H = 352·6 kG. There is also a small quadrupole interaction, estimated to be 
e2qQa = 73 MHz (2·43 mm S-1), probably directed perpendicular to the 
spin axis. The nuclear spin-states generate 18 magnetic transitions, although 
as already seen from 83Kr, the interrelation of their positions and intensities 
is described by fewer parameters and it is possible to predict the spectrum 
envelope. In Fig. 15.8 is shown a schematic representation of the line posi
tions for different ratios of the nuclear g factors, R = gH)/g(f). The experi
mental data for MnSb together with three computed spectra for different 
values of R = g(t)/g(f) are given in Fig. 15.9. The known values of Hand 
e2qQ, and ,Lt(i) = +3·359(1) n.m. can then be used to derive pH) = +2·35(3) 
n.m. Not all 18 magnetic transitions are resolved, and by chance the ratio R 
is such that the magnetic spectrum approximates to eight equispaced lines 
with the relative intensities 1,9,37,37,37,37,9, 1, of which the inner quartet 
are the prominent feature, and the outer pair are not always detected [28]. 

Subsequent experiments have used these values to determine the hyperfine 
fields at Sb nuclei (1 %) in iron and nickel, which were 245 and 75 kG at 
80 K respectively [27]. The chemical isomer shifts recorded are given in Table 
15.1. The spectrum of 121Sb in cobalt did not give a unique magnetic field, 
and was not analysed. 
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Fig. 15.7 An experimental spectrum for cubic-Sbz0 3 with two attempted com
puter fits which are statistically valid but yield different values of R = Q.<!)/Q.(t). 
[Ref. 29, Fig. 2] 

The detection of transferred hyperfine interaction at diamagnetic Sn4+ 
cations in oxides of the garnet type (see Chapter 14) prompted a study of 
isoelectronic SbH in magnetic oxides of the phase NiI+2xFe2 _ 3xSbx04 [28]. 
These are spinel oxides with antimony at the octahedral B sites and Fe3+ and 
NiH distributed on both the tetrahedral A sites and the B sites. The pre
liminary data show considerable magnetic interactions at the 121Sb sites, but 
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as seen in Fig. 15.10, the spectra do not correspond to a unique hyperfine 
field as seen by the deviations from the expected intensity ratios. The sym
metry of the spectra precludes a large quadrupole interaction, and indeed 
none was found in diamagnetic Zn2.:I3Sbo.6704 and C02-3lSbo.6704' How
ever, the spectra can be analysed successfully assuming that the magnetic 
field at a given antimony nucleus is directly proportional to the number of 
Fe3+ ions in the six A site nearest-neighbours, and that there is a random 
probability distribution of cations. The solid curves in Fig. 15.10 were calcu
lated on these assumptions, confirming that the field is due primarily to the 
A site neighbours and that each Fe3+ cation contributes independently ofthe 

~O'8 
~ 
~O'6 
II 
It 

0'4 

0'2 

o 

-10 0 10 20 30 
Velocity/{mm S-l) 

Fig. 15.8 Calculated line positions and relative intensities for an 121Sb nucleus in 
an internal magnetic field of 353 kG for various values of R = gH)/g(i). The 
intensities are given at the top of the diagram, and the horizontal arrows indicate 
the experimentally derived value of R. [Ref. 32, Fig. 2] 

nickel. The maximum field corresponding to six Fe 3+ neighbours is 315(10) kG. 
Although at first glance the interacti<?ns in these spinels are not comparable 
with the SnH garnet data, it should be noted that in the latter the SnH ions 
at d sites are all surrounded by six Fe3+ ions at a sites, so that a unique 
exchange field can be expected. 

Chemical isomer shifts in 121Sb are quite large, as may be seen in Table 
15.1, the range being 20·7 mm S-1 between Sbll (Sbl +) and KSbF6 (SbH ) 

[30]. The first serious study compared the values of the shifts in the pairs of 
antimony and tin compounds KSbFs/K2SnF6, Sb20s/Sn02' InSb/ex-tin, 
Sb in p-tin/ p-tin, Sb20 l /SnO, and SbF l/SnF 2' It was proposed [30] that 
there should be considerable similarity in the electron-density behaviour in 
these compounds because the Sb and Sn oxidation states are isoelectronic, 
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although it should be noted that the compounds are not isostructural and 
will therefore differ markedly in their covalent bonding. This was felt to be 

• 

-30 30 

Fig. 15.9 The 121Sb spectrum of MnSb at 4·2 K with three computed envelopes and 
the final fit which was calculated using the n.m.r. data for Hand e2qQ. [Ref. 32, 
Fig. 1] 

valid after comparing Hartree-Fock self-consistent field atomic wave
function calculations for the two elements. An approximately linear correla
tion is found between the shifts for the two isotopes in these pairs of com
pounds which lends support to the concept. However, an exact interpretation 
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Fig. 15.10 Spectra with calculated curves for the 1Z1Sb resonance in spinels of the 
type Nit+l",Fel- 3",Sb",04' [Ref. 28, Fig. 1] 

of the 121Sb chemical isomer shifts is subject to the same difficulties already 
outlined for 119Sn in Chapter 14. Nevertheless, it is clear that Sb(III) has a 
lower shift than Sb(V), as illustrated in the correlation diagram in Fig. 15.11. 
Since Sn(Il) has a higher shift than Sn{IV) it is intuitively obvious and this is 
confirmed by the detailed calculations [30] that the sign of (j<R 2)/<R2) in 
121Sb is opposite to that in 119Sn. An order of magnitude estimate of 
lJ<R2)/<R2> (121Sb) = -17 x 10-4 was derived. A more recent revision 
of the calculations embracing data for 119Sn, 121Sb, 125Te, 127,1 291, and 
129Xe has given lJ<R 2)/<R2) (121Sb) = -14,6 x 10-4 [31]. 

A similar comparison of 119Sn, 12 1Sb, and 125Te data gave a value of 
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lJ<Rz>I<Rz> (1z1Sb) = -36,8 x 10-4 [26, 33]. The values of the shifts for 
the antimony compounds are included in Table 15.1. A further estimate of 
-19 X 10-4 was later given by the same workers [34] from data for SbCl3 
and HSbCI6 .xHzO. The chemical isomer shifts for SbF3, SbCI3, SbBr3, and 
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o 
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Ph3SbFz 

Chemical isomer 
shift I (mm s-1) 
(1Z1 Sb/ SnOz) 

SbFs 
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5bz·Te, 
SbIJ 

Antimony 
V 

Antimony 
III 

Fig. 15.11 The chemical isomer shifts of antimony compounds (12ISb). 

SbI3 show a similar dependence on bond ionicity to that found in the tin 
halides [34], although more recent data has shown significant differences in 
the detailed values [35]. SbF3 does not conform to the general pattern of a 
linear relationship between chemical isomer shift and the ligand electro
negativity difference, presumably because of a radically different geometry. 
The results were considered to indicate a constant s-character in the bonding 
in SbCh, SbBr3, SbI3, and SbZ0 3 • 
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Chemical isomer shifts for several aryl organo-antimony compounds [251 
are particularly interesting in that there is only a small shift between Sb(III) 
and Sb(V) compounds, and all are intermediate between typical inorganic 
compounds of these states (Fig. 15.11). Many of the compounds for which 
no quadrupole splitting is quoted in Table 15.1 show an asymmetric reson
ance, but no analysis has been attempted. 

One of the first direct chemical applications of the 121Sb resonance was the 
verification of the oxidation states in oc-Sb20 4 [36]. This oxide is isostructural 
with SblllNbV04 and SblllTav04' and the 121Sb spectrum (Fig. 15.12) shows 

4·0 

3'0 

• 0·0 

Fig. 15.12 121Sb spectrum of oc-Sb20 4 • [Ref. 36, Fig. 1] 

two distinct resonances clearly identifiable as SbIII and Sbv. The alternative 
structure of SbIV 204 is thereby eliIninated. 

Rather surprisingly the three forms of Sb20 3 give very similar spectra 
(Table 15.1). This is presumably a result of the close similarity i~ the im
mediate environment of the antimony. The considerable change to more 
negative velocities in the sequence Sb20 3, Sb2S3, Sb2Se3, and Sb2 Te3 indi
cates an increase in s-electron density at the antimony nucleus, there being 
apparently a closer approximation to a bare Sb3+ in the telluride than the 
oxide, as may also be inferred from their structures [37]. 

Mossbauer spectroscopy has also demonstrated that the compound pre
viously claimed to be Sb2SS has only one absorption, clearly in the Sb(III) 
region of the spectrum [37, 38]. No Sb(IV) resonance was detected and this 
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was confirmed by subsequent phase studies. Preparations containing more 
sulphur than required by the formula Sb2S3 presumably feature poly
sulphide linkages [38]. Thioantimonate(V) salts can, however, be prepared: 
the symmetrical spectrum obtained for this compound was consistent with 
the known tetrahedral coordination of the SbS43- ion and the chemical 
isomer shift of -5'7 mm s-1, which is the most negative yet reported for a 
compound of Sb(V), was taken to imply considerable covalent character in 
the Sb-S bonds. 

Frozen solutions of antimony(V) in aqueous HCl contain SbCl6 - only at 
very high HCI concentrations above 11M [39]. SbCls(OH)- is formed in 
9M HCI and SbCliOH)2 in 6M HCl. All three species show a narrow line 
without significant electric field gradient and are assumed to be octahedral. 

Paucity of adequate data prevents more detailed comment on the 
significance of the Mossbauer parameters at the present time, but it appears 
certain that this resonance can give as much information as its better-known 
counterpart 119Sn has done in tin chemistry. 

15.5 Tellurium (12sTe) 

The 3S·48-keV resonance of 125Te was first observed in two laboratories 
independently [40, 41]. The transition is from the first excited state (J = !+) 
to the ground state (I = -!-+) and in many respects shows similarities to the 
119Sn resonance. The multipolarity of the radiation is almost pure Ml. The 
excited-state half-life [42] of 1'535(81) x 10-9 s gives a natural linewidth of 
5·02 mm S-1. This proves to be of the same order of magnitude as the largest 
hyperfine interactions, with the unfortunate result that 125Te spectra in
evitably show poor resolution. 

There are three convenient nuclear decays which populate the 35'48-keV 
level (see Fig. 15.13): 
(a) 125Sb decays by {1-emission with a half-life of 2·7 y in a complex scheme 
which includes the metastable state 12smTe. Although the complexity of this 
decay is the prime disadvantage, it has been successfully used by incorporat
ing 12sSb in copper matrices [41]. 
(b) The 12smTe state can be populated by a neutron irradiation using the 
124Te(n, y)12SmTe reaction. It decays with a half-life of 58 days and is equiva
lent to the 119mSn isotope. Single-line sources have been obtained from 
matrices ofPbTe [43], ZnTe [44], electrodeposited TejPt [45], and Te03 [46], 
but, as described shortly, there are recorded instances of radiation damage 
affecting the emission line in some cases. The {1-Te03 matrix gives a narrow 
line (rr .;;;: 5·5 mm S-1) with a substantial recoil-free fraction (>0'54 at 80 K 
and >0·30 at room temperature) [47]. A scattering technique has also been 
used [40]. 
(c) The commercially available isotope 1251 decays with a 60-day half-life 
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by electron capture directly to the 35·48-keV level, and is therefore the most 
efficient precursor. It is however difficult to incorporate into a source matrix 
without decay after-effects. A satisfactory source can be made by diffusing 
the 1251 into a copper foil [48], the recoilless fraction being ""'()'2 at 82 K [49]. 

The bulk of the available data has been obtained with both source and 
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p- 668keY 
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Fig. 15.13 The decay schemes for 125Sb, 125mTe and 1251 which all populate the 
35'48-keV level of 125Te. 

absorber at liquid nitrogen temperature, often with absorbers enriched in 
125Te. Under these conditions a resonance of several per cent can usually be 
obtained. The 35'48-keV y-ray is highly converted (OCT = 12·7) and is difficult 
to resolve from the intense K", (27·4-keV) and Kp (31'0-keV) X-rays, but a 
copper selective filter can be used to advantage [48]. 

Inorganic Tellurium Compounds 
A number of laboratories have observed the 125Te resonance in a variety of 
inorganic tellurium compounds. Chemical isomer shift and quadrupole 
splitting values are summarised in Table 15.2. Considerable duplication of 
measurements has taken place, but the self-consistency of results within the 
quoted experimental errors is encouraging. The chemical isomer shift has 
been converted where necessary to a 1251jCu source, the latter being chosen 
solely because most values available were already referred to this. The overall 
range of shifts is only 3 mm S-I, which is less than the natural linewidth of 
5'02 mm S-I. However, if spectra of high quality can be obtained, differences 
of only 0·1 mm S-1 may be shown to be significant [50]. The low resolution 
precludes useful analysis of data where multiple tellurium environments are 

[Refs. on p. 489] 



Table 15.2 M6ssbauer parameters of tellurium compounds (12sTe) 

Compound T/K A/(mm S-l) 15t/(mms- 1) 
8 (12sI/Cu)t 

Reference f(mm 8- 1 ) 

Tellurium (VI) 
Te(OH)6 78 -1-15(4) 51 

80 -0098(6) 50 
LN -1044(5) (TefPt) -1019(15) 45 

H6Te06 LN -106(2) (Te) -1-1(3) 52 
Na2H4Te06 LN -1037(2) (Te/Pt) -1-12(12) 45 
BaH4Te06 80 -00S7(9) 50 
'Te0 3' 78 206(4) -1007(5) 51 

LN -009(2) (Te) -004(3) 52 
<x-Te03 LN -1033(2) (Te/Pt) -100S(17) 45 
P-Te03 LN -1044(2) (Te/Pt) -H9(17) 45 
NazTe04 78 -0099(3) 51 

LN -1026(2) (Te/pt) -1041(4) 45 
80 -0095(7) 50 
(?) -1000(1) 31 

K2Te04 78 -009S(5) 51 
SO -0087(8) 50 

(NH4)zTe04 LN -107(2) -102(3) 52 
CaTe04 SO -0097(7) 50 
SrTe04 SO -0089(10) 50 
CoTe04 SO -0074(9) 50 
NiTe04 SO -007S(S) 50 
CuTe04 SO -1009(9) 50 
TeF6 (?) -1-40(13) 31 

Tellurium (IV) 
Te02 82 7076(IS) +0069(9) 49 

78 6054(12) +0072(7) 51 
LN 60S(4) +005(3) (Te) +1 00(4) 52 
LN ? +00S(3) (Sb/Cu) +006(4) 55 
80 6025(3) +0091(12) 50 
(?) +007(1) 31 
LN 6063(6) +0048(2) (Te/Pt) +0073(12) 45 

TeZ0 40HN03 LN 600(5) +009(3) (Te) +1 04(4) 52 
80 6065(6) +00S9(19) 50 

H2Te03 LN 707(1 02) +005(3) (Te) +1 00(4) 52 
(NH4)2Te03 LN 60S(7) +001(4) (Te) +006(5) 52 
Na2Te0 3 82 606(2) +004(1) 49 

78 507S(S) +0022(5) 51 
80 6065(16) +0042(29) 50 
LN 5094(7) -0008(7) (Te/Pt) +0017(22) 45 

Na2Te0305H20 78 6072(20) +0'13(10) 51 
K2Te03 (?) +0014(7) 31 
BaTe03 80 602S(20) -0022(3S) 50 
SrTe03 80 5097(2S) +0066(28) 50 
CuTe03 80 6045(15) +0'37(28) 50 
TeF4 82 608(1'8) +0'4(9) 49 
TeC14 78 4'0(1-6) + 1'2(1) 51 

LN 504(8) + 1'9(4) (Te) +2-4(5) 52 
(?) +H(1) 31 

TeBr4 78 3-8(4'0) +1-1(1) 51 
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Compound T/K ~/(mms-l) at/(mms- 1) 
a (125I/Cu)t Reference /(mms- 1) 

TeBr. LN 5'0(1'4) +0'8(3) (Te) +1'3(4) 52 
Tel. 82 6'0(1'8) +1'0(9) 49 

78 4'0 + 1'8(9) 51 
(?) +1'0(2) 31 

(NH.hTeCI6 80 +1'95(5) 50 
LN + 1'0(3) (Te) +1'5(4) 52 

RbzTeCl6 80 +1'95(4) 50 
CSzTeCl6 80 +1'94(9) 50 
(P14Ash TeCl6 LN + 1'5(4) (Te) +2'0(5) 52 
TeC16

z- LN + 1'4(3) (Sb/Cu) +1'2(4) 53 
(N~hTeBr6 80 +1'73(4) 50 
(NMe.hTeBr6 80 +1'75(17) 50 
KzTeBr6 80 +1·72(5) 50 

LN + 1-4(4) (Te) +1'9(5) 52 
RbzTeBr6 80 +1'72(4) 50 
CszTeBr6 80 +1'80(3) 50 
TeBr6z- LN + 1'7(3) (Sb/Cu) +1'5(4) 53 
(NH.hTeI6 80 +1'54(9) 50 
KzTel6 80 +1'65(6) 50 
RbzTeI6 80 + 1,53(8) 50 
CszTeI6 80 +1,65(4) 50 
TeI6z- LN +2'0(3) (Sb/Cu) +1-8(4) 53 

NH.TeFs 80 6'25(16) +1'09(33) 50 
CsTeFs 80 5-85(9) +0'93(21) 50 
CsTeFs* 80 5'58(42) +0'75(65) 50 
rreF6Z

-] LN 0'0(3) (Sb/Cu) 0'2(4) 53 

Tellurium (II) 
TeClz 78 6'5(4) +0'48(20) 51 

LN 6'5(6) +0'5(3) (Te) +1'0(4) 52 
(?) +0'5(2) 31 

TeBrz LN 6'3(2'7) -0'2(4) (Te) +0'3(5) 52 

* Frozen solution. 

Alloys and tellurides 
Te metal 80 7'3(2) 62 

80 7'5(1) + 1'7(1) (Te03) +0'6(2) 46 
80 7-6(2) +0'7(1) 48 
4·2 7'6(2) +0'5(1) 48 

86 7-4(1) +0'50(5) 61 
4-8 7-68(6) +0'51(4) 49 

77'9 7-36(12) +0'53(7) 49 
78 7'10(16) +o'rn:lO) 51 
LN 7-1(6) 0'0(3) (Te) +0'5(4) 52 

ZnTe 86 -0'50(5) 61 
82 +0'08(7) 49 
LN +0'2(3) (Sb/Cu) 0,0(4) 54 
80 0'00(7) 50 
(?) +0'10(5) 31 

CdTe 86 -0'50(5) 61 
HgTe 86 -0'50(5) 61 
PbTe 78 -0'15(10) 51 
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Table 15.2 (continuecl) 

Compound T/K d/(mms- 1) Ilt/(mm S-1) 
Il (1z5I/Cu)t 

Reference /(mm S-1) 

SnTe (?) +0'28(4) 31 
CaTe 78 -0'14(7) 51 
MnTe 82 3'2(1'4) +0'2(7) 49 
AuTez (cubic) LN +0'3(1) 62 
AuTez 

(monoclinic) LN +0'4(1) 62 
FeTe 86 6'5(1) +1'75(5) 61 
O-FeTe 82 3'0(1'4) +0'5(7) 49 
FeTez 86 4'5(1) +0'25(5) 61 
Te70CuZ5Aus LN 7-4(2) 62 
AlzTe3 78 4'2(6) +0'46(20) 51 
CUzTe 78 ? +0'01(8) 51 
MnTez 90 -7'7(1) 0'0(4) (ZnTe) 0'0(5) 44 

77-3 -707(1) +0'2(4) (ZnTe) 0'2(5) 
(H=55(3) kG) 

4'2 -707(1) +0'0(4) (ZnTe) 0'0(5) 
(H=114(7) kG 

CuCrZTe4 LN -0'08(8) 66 
(H=148 kG) 

t Where shifts are originally quoted with respect to a standard other than 125I/Cu, the 
following conversions have been adopted: 

Te metal +0'52(10) mm S-1 

ZnTe +0'0(1) mm S-1 
125Sb/Cu -0'2(1) mm S-1 

Te03 -1-1(1) mms- 1 

1ZS"'Te/Pt +0'25(10) mm S-1 

expected, and the presence of impurity in an absorber is unlikely to be 
detected with any certainty. 

Several interpretations of the chemical isomer shift have been put forward 
[51-53]. The diversity of opinion is considerable, but several points have 
emerged. Firstly, the Te(IV) complexes with an octahedral coordination (i.e. 
TeCI62-, TeBr62-, TeI62-) show the largest chemical isomer shifts (1'53-1'95 
mm S-l) [50]. Their unique feature is a stereochemically inactive pair of non
bonding electrons which may be presumed to have a considerable s-character 
and to be highly contracted towards the Te nucleus. Of the other Te(IV) 
compounds, the square-pyramidal TeF 5 - anion, pyramidal TeX3 + cations 
In TeCI4, TeBr4 and TcI4, Te032- anions in the tellurites, and the bridged 
square-pyramidal geometry of TeF 4 all feature a stereochemically active pair 
of non-bonding electrons. It is proposed that the lower chemical isomer shift 
found in these compounds is compatible with a reduction in the contribution 
of the lone-pair to the s-electron density at the nucleus, thus implying that 
the sign of ()(R2)/(R 2) is positive. 

The tellurium(VI) compounds (such as Te(OH)6' H6 Te06, TeOl-, and 
Te03) show negative shifts, which by analogy with tin and antimony is also 
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consistent with a positive sign for lJ<R2)/<R2). Intuitively one might expect 
that the 5s-orbital which contributes to the lone-pair in tellurium(IV) would 
be more extensively involved in covalent bonding in tellurium(VI), thereby 
reducing both the s-electron density at the nucleus and the chemical isomer 
shift [SO]. 

Extensive data are now available for the TeX62- complexes [SO]. The 
shifts observed are characteristic of the anion and independent of the cation 
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Fig. 15.14 lzsTe spectra for a series of halogen complexes: (a) Csz TeCI6 , 

(b) CszTeBr" (c) CszTeI6' (d) CsTeFs, (e) CsTeFs in frozen solution. [Ref. 50] 

(TeCI62- lJ = +1·95(1) mm S-l; TeBr62- () = +1'74:!::g:g~ mm S-l; TeI6
2-

lJ = +1·59(6) mm S-l) [50]. Typical spectra are shown in Fig. 15.14, and are 
representative of 125Te spectra in general. The shift values show the opposite 
trend to that deduced from earlier data [53, 54], and the earlier derived argu
ment concerning lJ<R2)/<R2) is therefore invalid. The report of a spectrum 
from [TeFi-] in solution is also erroneous, as all experimental evidence 
favours the TeF 5 - anion. The square-pyramidal geometry of TeF 5 - confers 
a quadrupole splitting (Fig. 15.14), which is still present in a frozen solution 

[Refs. on p. 489] 



458 I OTHER MAIN GROUP ELEMENTS 

of Te02 and CsF in aqueous HF in the proportions appropriate to give 
the hypothetical CS2 TeF 6 [50]. 

It is difficult on present data to estimate a numerical value for fJ<R2>I<R2>. 
Jung and Triftshauser [51] compared shifts for a series of 'isoelectronic' 
tellurium (125Te) and iodine (1271) compounds. As seen in Fig. 15.15, a linear 
plot is obtained, implying a proportionality between the s-electron density at 
the nucleus in the two series of compounds. They then derived a value for 
fJ<R2>I<R2> (125Te) of +4·8 x 10-5. Whilst it is true that TeOl-1m3 -, 

Te2- 11-, and Te042- /104- are isoelectronic, it is not at all clear that 
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Fig. 15.15 Chemical isomer shifts for the 1271 resonance in some iodine compounds 
plotted against 12STe shifts in similar tellurium compounds. [Ref. 51, Fig. 5] 

tellurites are isostructural with iodates or tellurates with periodates. Further
more, TeCI4/KICI4.H20, TeCI2/KICI2.H20, and Te(0H)6jNa3H2I06' are 
neither isoelectronic nor isostructural, so that the linear relationship may be 
largely fortuitous. Attempts have been made to calculate s-electron densities 
[51,52], but the problems already discussed at length for 119Sn are also found 
with tellurium. 

Comparison of data for 119Sn, 121Sb, 12STe, 127.1291, and 129Xe has led 
[31] to a value of tJ<R2>/(R2> (12STe) = + 1·9 x 10-4, but the same basic 
criticisms apply. 

In a very recent paper various oxides and oxyanions of tellurium were 
reinvestigated with a source of 125mTe electrodeposited on to platinum [45]. 
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Absorptions (uncorrected) were in the range 5-15% and the source seems 
superior to those previously used. Tetragonal Te02 was suggested as a 
standard for chemical isomer shift data since it gives an excellent quadrupole 
split absorption and is perhaps the most readily obtainable pure, well
characterised compound of tellurium. Results on the orange amorphous 
ex-form of Te03 were especially interesting since they suggested that this 
substance contained up to 17% of Te(IV); it was pointed out that Jung and 
Triftshauser's specimen of orange Te03 gave an obvious quadrupole splitting 
and must have contained even more Te(IV). The pure {J-Te03 is apparently 
unsplit. 

Little analysis of quadrupole splitting data has been attempted with the 
exception of tellurium metal, which is discussed later. 1291 data have been 
obtained from 129mTe sources in Te metal, Te02, and Te(N03)4 [55]. Under 
the assumption that the electric field gradient at 1291 in Te02 is produced by 
the same imbalance in the number of p-electrons as the electric field gradient 
at 12STe in Te02, it is possible to derive a value for the excited-state quadru
pole moment of Q = -0'19(2) barn. However, as discussed in the next few 
paragraphs, the processes which occur at the site which undergoes a radio
active transmutation are likely to be complex. 

Decay Mter-effects 
We have already mentioned that the 1251 electron-capture decay is prone to 
decay after-effects. Comparative experiments were first made with 1251 in 
copper, NaI03, Nal, and 12 matrices [49]. The recoil-free fractions of the last 
two named proved too small for serious use, whereas the copper matrix is the 
narrow-line source commonly used for this isotope. The Nal03 source gave 
an emission profile which was complex. An analysis was suggested involving 
at least two distinct charge states of 12STe formed by the Auger cascade 
which follows the electron capture. 

Subsequent work showed similar complex spectra from Na125103, 
Na125103.H20, Na2Mn(1 25103)6, and Na125104 [51]. The resonances are 
characteristically broader than expected with a shape which must comprise 
more than two Lorentzian lines. Na1251 and Na3H2125106 also gave broader 
lines than expected, although K 1251 was least affected. Rather than assume 
multiple Te charge states, it was proposed that the excited Te atom produced 
by EC has sufficient energy to cause a reorganisation of the local bonding to 
the neighbouring atoms during the extensive electronic redistribution which 
takes place. The complex spectrum observed is then the sum of the different 
'compounds' finally produced. 

Comparative measurements using the {J-decay of 125Sb in Sb20 3• NaSb03, 
SbCI3, KSbCI6, and HSbCl6 showed less evidence for multiple products, 
SbCl3 being the only source to show substantial quadrupole splitting [51]. 
However, although {J-decay in 125Sb is likely to produce less electronic 
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disturbance than EC-decay in 1251, the manner in which the 125Te daughter 
atom is incorporated in the different matrices is by no means established, 
particularly because of the lack of isoelectronic and isostructural compounds 
from the different elements. 

Less data are available on decay after-effects from 125mTe. A matrix of 
PbTe irradiated with neutrons was found to have a chemical isomer shift of 
over +0·1 mm S-1 relative to a PbTe absorber [56]. Furthermore this shift 
difference decreased exponentially with a time constant of about ten days, the 
implication being that the difference is due to radiation damage causing a 
defect structure which anneals at room temperature. It was proposed that a 
radiation-induced distortion of the band structure in the PbTe semiconductor 
alters the s-electron density at the nucleus. 

Independent measurements on neutron-irradiated PbTe, Te metal, and 
Te02 (before and after thermal annealing) showed no evidence at all for 
anomalous effects [57]. The conditions used in this case generated only dis
placements by the thermal neutron capture process, suggesting that this was 
not the cause of the earlier observations which may have been made under 
conditions where fast neutron elastic scattering can also take place. 

Metallic Phases and Tellurides 

Tellurium metal shows a substantial quadrupole splitting [48]. The structure 
contains spiral chains of Te.atoms, and a crude estimation of the electric 
field gradient at the tellurium nucleus leads to a value for the nuclear quadru
pole moment of I Q I = 0·20 barn [48]. This agrees well with an earlier value 
derived by similar means of I Q I = 0·17 barn [58]. Single-crystal measure
ments have also been made, showing that e2qQ is negative [46]. An anisotropy 
of the recoil-free fraction was also claimed. 

The quadrupole splitting decreases from 7·68(6) mm S-1 at 4·8 K to 
7·36(12) mm S-1 at 77·9 K, and can be correlated with molecular torsional 
motions of the spiral chains [49]. A fuller lattice-dynamical theory has also 
been given [59]. Tellurium metal is a semiconductor at room temperature 
and pressure, but becomes metallic under high pressure. This is seen in the 
125mTe Mossbauer spectrum as a disappearance of the quadrupole splitting 
in the metallic phase [60]. 

The tellurides ZnTe, CdTe, and HgTe have the zinc-blende structure in 
which the tellurium atoms are tetrahedrally coordinated to the metal. 
Accordingly there is no electric field gradient at the tellurium and the reson
ances comprise single lines [49, 61]. PbTe is also cubic. MnTe has a hexagonal 
structure, and although considered to be nearly ionic with a closed-shell 
Te2- configuration [58], has been shown to have a small electric field gradient 
[49]. CrTe shows magnetic broadening at 80 K [58]. 

FeTe and FeTe2 have tetragonal and orthorhombic structures respectively, 
and both show a quadrupole splitting (see Table 15.2) [61]. The cubic form 
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of AuTe2 gives an unsplit resonance, but monoclinic AuTe2 shows a greater 
linewidth from a small unresolved quadrupole interaction [62]. Te70Cu2SAus 
shows a substantial quadrupole splitting [7·4(2) mm S-I] which is very similar 
to the value for Te metal and is consistent with the belief that both have the 
same covalently bonded tellurium chain structure [62]. 

The Debye approximation is not valid for a diatomic cubic lattice, and 
both the recoil-free fraction and the effective Debye temperature for each 
atom are strongly dependent on the mass-ratio of the two atoms. However, 
if the mass difference is small the difference in Debye temperature should also 
be small. This has been verified for SnTe using 119mSn (119Sn) and 12S1 
(125Te) sources and an SnTe absorber, as well as an Sn129Te source (decaying 

11STe in Fe 
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-4 -2 0 2 4 
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Fig. 15.16 The magnetic hyperfine splitting at a 125Te nucleus in iron metal (pro
duced by decay of 125Sb) showing the six lines appropriate to an 1- -7 t Ml decay. 
[Ref. 65, Fig. 1] 

to an iodine impurity atom) in an 1291 experiment [63]. The effective Debye 
temperatures deduced from the temperature dependence of the three reson
ances were 0(11 9 Sn) = 132(3) K, 0(12sTe) = 141(5) K, and 0(1 291) = 139(3) K. 

Magnetic splitting of the 125Te resonance is less helpful than in s7Fe and 
119Sn because of the comparatively poor resolution obtainable. A field was 
first reported of about 600 kG at 12STe nuclei in iron metal foil [58], and the 
measurements have been progressively improved [64] to give the spectrum at 
4·2 K shown in Fig. 15.16 [65]. The ground-state nuclear moment is known 
to be -0·8872 n.m., and the final computer analysis of the data derives a 
value for the first excited-state moment of f-le = +0·60(2) n.m. The magnetic 
fields at 12STe daughter nuclei in 12sSb-doped iron, cobalt, and nickel are 
then +657(20), 1505(20) I, and +170(10) kG. These fields are produced by a 
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transferred spin-polarisation mechanism in an analagous way to fields at 
119Sn. 

A less accurate value for f-le of +0·74(7) had been derived previously from 
the spectra at 80 K of CuCr2 Te4, which is a ferromagnetic spinel [66]. The 
apparent doublet spectrum corresponds to an unresolved magnetic splitting 
of 148(5) kG. Again the field is produced by spin polarisation, this time by 
the magnetic chromium cations. 

MnTe2 is antiferromagnetic below 83'8 K. Above this temperature it 
shows a simple quadrupole split spectrum with /j. = 7·7 mm S-1 [44]. Below 
the Neel temperature the spectrum shape becomes broad and asymmetric 
due to the combined effects of a transferred hyperfine magnetic and an 
electric quadrupole interaction. Analysis shows the sign of e2qQ to be nega
tive, with a field of H = 114 kG at 4·2 K, making an angle of 30° with the 
electric field gradient major axis. As the temperature rises, this angle decreases 
substantially. MnTe2 has a pyrite structure with the Te/- molecular anions 
along the body diagonals. In the magnetic structure proposed from neutron 
diffraction measurements a unique Te22- environment is only found when 
the spins are aligned along the cube edges, but this would require a relating 
angle of 55°. It would appear that a more complex screw-type model of 
magnetic ordering must be invoked to account for the unique angle observed. 

15.6 Iodine (1271 and 1291) 

There are two iodine Mossbauer resonances. The 27·72-keV transition of 
1291 was first observed in 1962 by Jha, Segnan, and Lang [67]. The 57'60-keV 
transition of 1271 was reported in 1964 by Barros et al. [68]. Both have been 
used extensively in chemical investigations. The 1291 resonance has the better 
nuclear properties for Mossbauer work, with the unfortunate exception that 
the ground state is radioactive with a half-life of 1·7 x 107 y. Because of 
this, 1291 absorbers must be specially prepared and handled, whereas natural 
iodine comprises the stable 1271 in 100% abundance. 

Nuclear Properties 
The first excited state of 1291 can be populated by decay of 33-day 129'"Te 
or 70-minute 129Te. Both parents are conveniently produced by the 12BTe(n, y) 
reaction. The decay scheme (shown in simplified form in Fig. 15.l7a) is very 
complex, and there is some divergence of opinion regarding the details. We 
have adapted the recent work of Berzins et al. [69]. Early 1291 measurements 
were made using inaccurate values for some of the relevant nuclear constants. 
The currently accepted value for the 1291 Mossbauer y-ray energy is 
129Bi' = 27'72(6) keY [70]. The excited-state lifetime is t! = 16'8(2) ns, 
giving a natural width of 0·59 mm S-1 [70]. The y-ray has nearly pure Ml 
multipolarity, and the nuclear spin states are 129[e =1- and 129[a = 1. 
tRe/s. on p. 489] 
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Better-quality spectra can be obtained from the 129Te parent rather than 
129mTe, but the very short half-life (70 m) is a serious disadvantage in the 
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Fig. 15.17 (a) The decay scheme of 1291; (b) the decay scheme of 1271. 

absence of nearby reactor facilities [70]. The source matrix universally 
adopted for both 1291 and 1271 is ZnTe. The usual preparation of 129mTe 
involves irradiation of isotopically enriched 66Zn128Te to reduce unwanted 
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by-products, although for 129Te it is better to first irradiate 128Te and then 
to combine this with zinc. 

The energy of the first excited state in 1271 is 57·60(2) keY [71], which 
results in lower recoil-free fractions than in 1291. The parent isotope is 
127mTe produced by a 126Te(n, y)127mTe reaction and has a 109-day half-life 
(decay scheme in Fig. 15.17b). Although Zn127mTe is normally used, H6Te06 
and Te metal sources have also been used although less successfully [72]. The 
excited-state lifetime is t1 = 1'86(11) ns, giving a natural Iinewidth of 2·54 
mm S-I. The 1271 resonance is thus much broader than its 1291 counterpart, 
which is the main contributing factor to the lower resolution obtained from 
1271 data in general. 127 Ie = t and 1271" = t. 

The quadrupole splittings in both 1271 and 1291 are complex because the 
transitions are between t and t spin-states, although the relative order is 
reversed. Consequently, the magnitude and sign of the quadrupole coupling 
constants e2qQ" and e2qQe, and the asymmetry parameter 'YJ may be deter
mined by computer fitting the data. The level splitting for 1291 has already 
been illustrated in Fig. 3.3 together with a representation of the spectrum for 
an Ml decay. The relative intensities of the lines may be obtained from the 
coefficients tabulated in Appendix 2. Line 8 in Fig. 3.3 is generally so weak 
and is so separated from the rest of the spectrum that it is usually ignored 
because it is not required to determine all the unknowns. The ratio of 
127 Qe/127 Q" = +0·896(2) was determined from the 1271 spectra of 
KICI4 .H20 and KICI2.H20 [73]. The corresponding ratio 129Qe/129Q" was 
derived as + 1'23(2) from the spectrum ofKI03 [74] and the ratio 129Q"j127 Q" 
is known accurately to be +0'70121 [75]. Since 127 Q" = -0,79 barn, we 
have 127Qc = -0·71 barn; 129Q. = -0·55 barn; and 129Qe = -0·68 barn. 

Because many values of e2q127 Q" in compounds are available from nuclear 
quadrupole resonance (n.q.r.) data, and because these are always quoted in 
MHz, it has become customary to convert all 1271 and 1291 quadrupole data 
to this scale. All values tabulated here follow this convention, and the 
following conversion factors are used: 

1271 1 mm S-1 = 46·46 MHz [72] 
1291 1 mm S-1 = 32·58 MHz 

The chemical isomer shift in a 1291 absorber is given by 

~129 = K{lV'.(O) I~ - 111'.(0) 1~}~(1291) 

and for 1271 in the same compound 

~127 = K{lV'.(O) I~ - 111'.(0) In~(127I) 

Thus ~127 = ~R/ R(127I) = (R) 
~129 ~R/ R(1291) p 
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[Note that the () values must be given in energy units, i.e. if () is given in 
velocity units then p(R) = ()127Ey 127 1«()129Ey 129)J. The chemical isomer shifts 
of 1271 and 1291 show opposing trends because the ratio p(R) is negative in 
sign. Data for both isotopes in Na3H2106 and KI04 relative to ZnTe sources 
gave p(R) = -0'78(4) [76], but this calculation used a value for E/29 since 
shown to be in error. A more accurate value can be obtained from the data 
replotted in Fig. 15.18 which gives p(R) = -0,65. The chemical isomer 
shift of 1271 is smaller in magnitude and opposite in sign to that of 1291 and, 
as Fig. 15.18 shows, the direct proportionality is valid. The line drawn should 
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Fig. 15.18 The chemical isomer shifts for 1271 and 129
1 in a number of iodine 

compounds. The solid line is for { 6R/ R(1271)} /{ 6R/ R (1291)} = -0,65. All data are 
with respect to ZnTe sources. 

pass through the origin corresponding to identical sources. The opposite 
signs of the shifts and the larger linewidth of the 1271 resonance are clearly 
illustrated by the spectra in Fig. 15.19. 

Comparatively little interest has been shown in the numerical value of 
()(R2)/(R2) (= 2 ()RIR). Derived values are ()(R2)/(R2)(1291) = 6 x 10-5 

[74J, subsequently updated to 10 x 10- 5 [82J; ()(R2)/<R2)(1 271)= -5'6x 10-5 

obtained from 103 - and 104 - data [83J. More recent comparison of 119Sn, 
121Sb, 125Te, 127,1291, and 129Xe data has given the substantially larger values 
of ()<R2)/(R2)(1 271) = -4·8 x 10-4 and ()(R2)/<R2)(1 291) = 6·2x 10-4 

[3IJ. 

Chemical Interpretation of Iodine Spectra 
The quadrupole coupling constants obtained from the 1271 and 1291 quadru. 
pole interactions are exactly analogous to those measured by the nuclear 
quadrupole resonance method, and where figures are available for both, the 
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Fig. 15.19 The 1271 and 1291 spectra for Na3H2106 showing the smaller linewidth, 
and larger chemical isomer shift (of opposite sign) for the latter. [Ref. 76, Fig. 1) 

agreement is generally good. The values of e2qQ and TJ can be used to obtain 
information about the Sp-electrons, the assumption being made that Sd
orbitals if occupied do not contribute significantly. The Mossbauer spectra 
give less precise quadrupole data than do n.q.r. spectra, but they have the 
significant additional advantages that the chemical isomer shift is dependent 
on the S8-electron occupancy as well as Sp-, and that lattice-dynamical in
formation can be derived. Mossbauer spectroscopy is therefore a more 
powerful technique than n.q.r. in this context. 

The chemical bonding in iodine compounds is much simpler to describe 
than that in tin, antimony, or tellurium which precede it in the Periodic 
Table. This is particularly true where the iodine forms only one bond to 
another atom. As a result it is possible to develop a quantitative interpreta
tion of the Mossbauer parameters. The equations given here were first 
formulated by Hafemeister et al. [74] and subsequently revised to a more 
elegant form by Perlow and Perlow [72]. 

The chemical isomer shifts for 1271 and 1291 can be expressed quantita
tively in terms of the departure of the iodine electronic configuration from 
the S82 Sp6 closed shell of the 1- anion. If we define the number of Ss- and 
Sp-electron 'holes' in the closed 1- shell as hs and hI' respectively, it is possible 
to write the shift with respect to 1- as 

{JA = K {- hs + y(hl' + hs)(2 - hs)} IS.1 

K and yare constants, K being numerically different for 1271 and 1291 since 
it contains the appropriate {JRj R value. The term - Khs represents the change 
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in shift due to a loss of 5s-electrons. The (2 - h.) 5s-electrons remaining are 
then deshielded by a total decrease in the number of electrons of hp + h •. 
This assumes that the 5s- and 5p-electrons produce an equivalent shielding 
effect. In the event that the direct change in the number of s-electrons is 
negligible, 

~A = 2Kyhp 15.2 

Hafemeister studied the change in 1291 chemical isomer shift in the alkali 
iodides for which h. is zero, and deduced a value of y = 0·097. The detailed 
calculations used Slater's shielding rules and the Fermi-Segre formula. A 
more recent revision has given y = 0·07, and this is the value we adopt [77]. 
The derivation of a numerical value for K requires a more circumspect 
approach. 

The relative occupation of the 5s- and 5p-orbitals is not immediately given 
by the chemical isomer shift, but may be derived in conjunction with the 
quadrupole splitting to which h. does not contribute. The relevant theory is 
directly adopted from n.q.r. spectroscopy [78]. The Townes and Dailey 
theory says that the principal value of the molecular field gradient (eqmol) is 
related to the atomic electric field gradient from a 5p-hole in the 5s25p 6 

configuration (eqat) by 
15.3 

where Up is the 5p-electron imbalance. Up is defined in terms of the 5p
electron populations in the x, y, and z directions, U"" Up, and Uz, by 

Up = -Uz + U",; Up 15.4 

The asymmetry parameter is given by 

'fJ = q",,,, - qpp = ~(Ux - Up) 
qzz 2 Up 

15.5 

For axial symmetry Ux = Up and 'fJ = O. The value of e2qa/ 27 Q is known 
accurately to be +2293 MHz [79], so that Up is obtained directly from 
e2qmol127 Q by proportionality. 

Having calculated Uz, Ux, and Up from e2q127 Q and 1'}, hp can be derived 
from 

15.6 

Using these equations and experimental data for 1271, Perlow [72] was able 
to obtain a value for 2Ky of -0·56 mm S-1 (i.e. the 1271 shift per 5p-electron 
hole). Thence, using y = 0·07, one obtains -K = 4·0 mm S-1 (the direct 
term in the shift per 5s-electron hole) and -K + 2Ky = +3·4 mm S-1 (the 
total shift per 5s-electron hole when h. ~ 1). Note that the loss of a 5s
electron causes a significantly larger shift than loss of a 5p-electron, as 
indeed one would expect. 

[Refs. on p. 489] 



468 I OTHER MAIN GROUP ELEMENTS 

The chemical isomer shift in 1271 (in mm S-1 relative to the source standard, 
ZnTe, rather than to the isolated 1- ion) is then given by 

127bznTe = -4·O{-hs + 0'07(hp + hs)(2 - hs)} + 0·16 
~ +3·44hs - 0'56hp + 0·16 15.7 

which for no 5s-participation in the bonding becomes 

127bznTe = -0'56hp + 0·16 15.8 

The factor 0·16 was estimated from experimental data. 
Equivalent expressions for 1291 derived independently [80] are 

129bznTe = -8'2hs + 1·36hp - 0·54 15.9 

and 129bZnTe = 1·36hp - 0·54 15.10 

(all in units of mm S-1). Equations 15.7-15.8 and 15.9-15.10 are not entirely 
consistent, e.g. 1·36 in equation 15.10 corresponds to a factor of -0,48 in 
equation 15.8. However, the 1291 data were derived on the primary assump
tion that solid iodine (I2) has an hp value of 1·00. Recent data on frozen 
solutions of iodine [81] have shown that these provide a better description ef 
the 12 molecule than solid iodine, and that new equations can be formulated 
as 

129bznTe = -8'2hs + 1'5hp - 0·54 mm S-1 

129bznTe = 1'5hp - 0·54 mm S-1 

15.11 

15.12 

These are in better accord with those for 1271, and where possible all 1291 

data listed here have been recalculated using equations 15.11-15.12. [NOTE: 

the coefficient of 8·2 for hs has not been recalculated from Ref. 70 using the 
later data because probable error is large in any case.] The range of validity 
of these equations has not been fully established. It seems certain that they 
remain valid to hp values of up to 1·5. Recent data on the fluorine complexes 
of iodine can be naively interpreted using the same equations, and it may be 
that the whole range of iodine compounds are encompassed. 

Once Uz , U"" and Uy have been determined for an iodine atom with a 
single bond, it is comparatively easy to express [77] the amount of n-character 
by 

U", = 2 - n"" Uy = 2 - nJl 

The degree of 5s-participation, (J- and n-character, and bond ionicity can all 
be determined in favourable circumstances. 

Additional discussion on many aspects of iodine work including inter
pretation has been given in recent reviews [84, 85]. 

In presenting the detailed results which follow, we have attempted to 
standardise the interpretation using equations 15.7-15.8 and 15.11-15.12 as 
already mentioned. Quadrupole splittings for both transitions are given in 

[Refs. on p. 489] 
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Table 15.3 Mossbauer data for 1271 

Compound 
12711(ZnTe) e2q127 Q. 

T/K /(mm S-l) /MHz "I Up h" h. Reference 

NaI HE +0-14(2) 0-04 72 
KI HE +0-14(2) 0-04 72 
CsI HE +0-12(2) 0-07 72 
HI(aqueous) HE +0-16(2) 0-00 72 
HI HE -0-51(14) -1640(40) +0-72 0-72 72 
h HE -0-58(7) -2238(20) 0-12(2) +0-98 HI 72 
ICI HE -0-62(4) -2868(20) +1-26 1-39 72 
KICI2_H2O HE -0-58(4) -3189(20) +1-39 1-39 72 
KICI4 _H2O HE -1-39(5) +3094(20) -1-35 2-70 72 
CI4 4-2 -0-35(3) -2160 +0-94 0-94 0-004 77 
CHh 4-2 -0-21(3) -2060 +0-90 0-90 0-034 77 
CH212 4-2 -0-14(4) -1920 +0-84 0-84 0-046 77 
CH 31 4-2 -0-01(7) -1775 +0-77 0-77 0-071 77 
NaI03 HE -0-44(5) +1092 0 +0-48 83 
NaI03_H 2O HE -0-41(5) +1108 0 +0-48 83 
NazMn(I03)6 HE -0-55(4) +1080 0 +0-47 83 
KI04 HE +0-70(2) 72 

20 +0-68(9) 76 
HE +0-85(7) 83 

Na3Hz106 HE +1-02(1) 72 
20 +H9(5) 76 
HE +1-02(4) 83 

MHz on the 1271 scale_ Numerical values for 1271 are collected in Table 15.3 
and for 1291 in Table 15.4_ In several cases the revised calibrations cause 
large changes in the calculated bonding parameters, and some of the original 
interpretations become suspect_ 

Alkali-metal Iodides (1-) 

The alkali-metal iodides provided a convenient starting point for calibration 
of the 1291 chemical isomer shift [74] because independent values for hp were 
available from dynamic quadrupole-coupling measurements. The correspond
ing values for hll derived from the chemical isomer shift are given in Table 
15.4. It may be assumed that there is no 5s-character in the very weak co
valent bonding. There is no direct correlation with electronegativity of the 
cation, and detailed calculations show that it is necessary to consider the 
overlap deformation of the free-ion wavefunctions [82]. 

Less accurate values are available for 1271 in Nal, KI, and CsI [72]. A 
number of lattice-dynamical calculations have been made [86-89]. 

Hydrogen Iodide (HI) 

The 1271 spectrum of anhydrous HI is totally different to that of a frozen 
aqueous solution [72]. The chemical isomer shift of the latter (Table 15_3) is 
characteristic of ionic 1-, but the bonding of the anhydrous form which 
shows unresolved quadrupole splitting has not been fully analysed. 

MS-Q [Refs_ on p_ 489] 
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Molecular Iodine (12) 

The 1291 spectrum of solid iodine [80, 90] is shown in Fig. 15.20 and illus
trates the high resolution which can be obtained with this resonance. It was 
originally used to calibrate the 1291 chemical isomer shift under the assump
tion that the bonds are of pure p-character, i.e. the value of hp is 1·00. The 
presence of an asymmetry parameter, however, argues against this, and an 
admixture of an S2p4 d configuration into the S2p 5 state leading to a higher 
value for hp has been suggested [72]. 1271 data are also available. 

Frozen solutions of molecular iodine can give information about the 
solvent-solute interaction [81]. The spectra of iodine in hexane, CCI4 , and 
solid argon are very similar and differ from solid iodine in showing no 
asymmetry parameter. It therefore seems likely that the species observed is 
a 'free' iodine molecule. These values were used to derive the currently 
accepted calibration of the 1291 chemical isomer shift. The spectrum in 
benzene is considerably different because of charge transfer from the benzene 
to the iodine. 

Iodine Monobromide (IBr) 

The 1291 resonance has been recorded [90]. The e2q127Q" value of -2892(10) 
MHz yields a value for Up of 1'26, and the asymmetry parameter is close to 
zero. Assuming no 5s-participation in the bonding gives hp = 1·26 while the 
chemical isomer shift and equation 15·12 give hp = 1·18. The discrepancy 
could be interpreted as a value for hs of only 0·01. Thus 0'18e- is transferred 
to the bromine from iodine. 

ICI and 12CI6 

The 1291 data [90] for ICI give a Up value of 1·38 from e2
q 127 QII and hp = 1·48 

from the chemical isomer shift assuming only 5p-character in the bonding. 
The difference could require a n-bonding character of 3%, but the original 
calculations derived a n-character of 10% which was thought to be unlikely 
and an explanation was given in terms of intermolecular bonding. It is 
significant to note that ICl, ICl2 -, 12 C16 , and ICl4 - which have the iodine 
atom in different coordination numbers and different ionic states all give an 
e2

q127 Q" value in the range 3060-3110 MHz, i.e. the value is characteristic 
of an I-Cl bond. 

12Cl6 has a planar bridged 
iodine atoms (a): 

CI CI CI 
"-../ "-../ 

I I 
/"-.. /"-.. 

Cl Cl Cl 
(a) 

[Refs. on p. 489] 

structure with two identical 4-coordinated 

Cl Cl Br 
"-../ "-../ 

I I 
/"-.. /"-.. 

Cl Cl Br 
(b) 
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The large positive chemical isomer shift indicates a very low 5s-participation 
and gives a value for hp of 2'70, i.e. each chlorine removes effectively 0'42e
from the iodine atom to give a 5s25p3.o3 configuration. 

Lower resolution data from 1271 have also been obtained for ICI [72], and 
lattice dynamical calculations have been made for IBr, ICI, and 12C16 [91]. 

12C14Br2 

The 1291 spectrum of 12Cl4Br2 shows two different iodine environments, 
confirming that both bromines are on the same iodine atom as in structure 
(b) above [90]. The spectrum parameters for one iodine atom correspond 
closely to those in 12C16 , and the chemical isomer shift for the other iodine 
atom is intermediate between those of IBr and 12C16 • This second atom has 
1'24e- less than in iodine (for two chlorine-iodine and two bromine-iodine 
bonds the transfer is 2 x 0'42e- + 2 x 0'18e- = l'20e-, which is in good 
agreement). 

ICN 
The axially symmetric electric field gradient tensor in 1291CN gives a value 
for Up of 1-15 [92]. The chemical isomer shift is greater than in molecular 
iodine, implying a withdrawal of charge from the iodine, and the value of hp 

derived from equation 15.12 is also 1·15. The n-bonding character is ob
viously very low, and 0'15e- are transferred from iodine to the cyanide group, 
compared to 0'18e- in IBr and 0'42e- in an I-CI bond. No evidence for 
intermolecular covalent bonding was found. 

ICI- and mr-Pyridine Complexes 
The complexes of ICI and IBr with pyridine bases show a very small asym
metry parameter consistent with a linear N-I-X bond [93]. The bonding 
parameters derived from e2q127 QII and <5 (Table 15.4) are very similar to those 
of the parent ICI and IBr. The IBr complexes show mainly a-bonding, but 
there is more n-bonding in the ICI complexes. A larger value of 'YJ in 2,2'
bipyridine (IBr)2 may indicate a cis configuration with the two IBr units 
possibly destroying the coplanarity of the two conjugated rings. 

The 13 - Anion 
The spectrum of CS12913 is complex, and three distinct iodine atoms with 
e2q127Q" = -2500, -1460, and -830 MHz can be assigned [94]. The 
highest value is attributed to the central atom in the 13- anion which is 
expected from previous molecular-orbital calculations to have hp close to 
unity. The complexes benzamide-Hl3 and amylose-13 give very similar 
spectra in which at least two different iodines can be discerned. This con
firms that 13 - is present as part of the chromophore in amylose-13' which is 
the familiar blue starch-iodine complex. A full analysis of the bonding was 

[Refs. on p. 489] 
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prevented by the difficulty of determining all the chemical isomer shifts 
accurately. 

KICI2.HzO and KICI4 .H20 
The 1271 spectra of KICI2 .H20 and KICI4.H20 show e2q127 Q, values of 
opposite sign as expected from their molecular structures [72, 73]. In square. 
planar ICI4~ the loss of electronic charge from the 5px- and 5py.orbitals gives 
a positive value of e2q127 Q" and in linear IC12 -, the loss is from the 5pz· 
orbitals, giving a negative value of e2q127 Q". The reversal in sign is clearly 
illustrated in Fig. 15.21. Assuming no 5s-participation in the bonding, the 

0 

0·4 

0'8 

1'2 

1-6 

_2'0 
i: 
c 
.2 
"l>. g 0 
.0 
0« 

0'4 

0'8 

1'2 

1'6 

2'0 

2'4 

2·8 
-40 -20 0 20 40 

Velocity/(mm S-l) 

Fig. 15.21 1271 spectra of (a) KICI4 .H20 and (b) KICh.H20 illustrating the re
versal of the sign of the quadrupole coupling constant. [Ref. 72, Fig. 3] 

Up values correspond to hp values of 2·70 in ICl4 - and 1·39 in ICli -, a loss 
of about 0'42e- and 0'1ge- from the iodine per chlorine atom respectively. 

Iodine Heptafluoride (IF 7) 
IF7 has a pentagonal bipyramidal geometry. The 1291 resonance [95] shows a 
large negative chemical isomer shift (4·56 mm S-I) and an unusually small 
coupling constant (-148 MHz). As the 5s-electrons participate in the bond
ing of both IF 7 and IF 5 (see following section), it is more difficult to obtain 

[Refs. on p. 489] 
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quantitative information. Since the I-F bond is highly ionic, one can assume 
thatthe value of Up = +0'13 is derived from a lower limitto Uz + U" + Uy , 

i.e. Uz = 0, U" + Uy = 0·13. These figures correspond to hp = 5'87, from 
which in conjunction with the chemical isomer shift one obtains hs = 1·56. 
Thus 6'43e- are transferred from iodine to fluorine, i.e. O'92e- per I-F bond. 
Any involvement of 5d- or 5f-orbitals on iodine is likely to be equivalent in 
effect on both e2q127 Q" and 129~ to a complete transfer of these electrons to 
the fluorine because of the small electric field gradient and shielding effects 
they produce. 

Iodine Pentaftooride (IF 5) 

The compound IFs has the unusual square-based pyramidal geometry. The 
1291 resonance [95] shows a large positive chemical isomer shift of +3'00 
mm S-1 (see Fig. 15.22). Assuming that O'92e- are transferred from iodine 
to each fluorine as in IF7, and using Up = -0'47, it is possible to derive 
values of hp = 4'25, hs = 0'35, Uz = 0'90, and U" = Uy = 0·85. The larger 
value of Uz probably results from considerable pz character in the pair of 
non-bonding electrons, which thereby determines the sign of the quadrupole 
coupling constant (+1073 MHz). 

IF6 +AsF6 -

The 1291 spectrum [96] of IF6 +AsF6 - is a single line at -4'68 mm S-I, 

consistent with an octahedral IF 6 + ion and extensive loss of 5s-electrons. As 
an upper limit we can assume total loss of the 5p-electrons, i.e. hp = 6, and 
can then derive h. = 1·60, i.e. 0'93e- are removed by each fluorine atom 
from 1+. 

Cs+IF6 -

The 1291 spectrum [96] of IF6 - contrasts with IF6 + (Fig. 15.23) in having a 
large chemical isomer shift of +2·45 mm S-1 and an asymmetry parameter 
of close to unity. The latter results in a symmetrical spectrum because when 
'YJ -+ 1 the sign of e2q127 Q" becomes an arbitrary definition as Vu = - Vyr 
The addition of two electrons has increased the 5s-occupation considerably. 
Up = +0,62, so that with 'YJ = 0·98 we have U" - Uy = +0·41. A limiting 
value for electron removal is obtained by setting Uy = ° so U" = 0·41 and 
Uz = 0'82, whence hp = 4·76 and h. = 0·50. These figures correspond to a 
removal of 0'88e- per fluorine atom from 1-. It can be seen that these 
crudely estimated figures for IF7, IFs, IF6 +, and IF6 - are reasonably self
consistent despite the fact that the chemical isomer shift calibration is being 
extrapolated to large values of hp • A possible structure for IF 6 - is based on 
that of IF7 but with a lone-pair of electrons replacing one of the equatorial 
fluorine atoms. 
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Fig. 15.23 1291 spectra of (a) IF6+ and (b) IF6-. [Ref. 96, Fig. 1) 

Iodomethanes 
The 1271 spectra [97] of C14, CHI3, CH212, and CH31, and the 1291 spectra 
of C14, CHI3, and CH31 have been measured. Since 3l:-bonding to carbon is 
not expected in these compounds, the values of hp can be derived directly 
from Up. Application of equations 15.7 or 15.11 then gives the values of hs 
which are found to increase rapidly as the degree of iodine substitution 
decreases (Tables 15.3 and 15.4). The 1271 and 1291 results show some differ
ences because of the two different calibrations used, but show the same 
general trends. The 5s-character of the bonding in CI4 is very smal!, but 
increases to the order of 8% in CH3I, the ionic character also increasing in 
the same order. 

Snl4 
Data for both 119Sn and 1291 in SnI4 are available [98]. The Up value of 
+0·59 and hp = 0·64 from equation 15.12 have been held to give UJ< = Uy 

= 1·98 and U:z = 1'39, i.e. there is little n-electron interaction and 0·41e- is 
transferred to iodine in each Sn-I bond. However, a more detailed inter
pretation of both the 119Sn and 1291 data disagrees with this [99]. The new 
interpretation invokes a 23% 3l:-character in the Sn-I bond, with 5-6% 
s-hybridisation in the iodine a-bonding orbital. The iodine atom is essentially 
neutral with a charge of only -0·0l5e-. This picture is more consistent with 
available data on the tin tetrahalides. 
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The temperature·dependence data give effective lattice temperatures of 
0(1198n) = 166 K and 0(1291) = 85 K, showing how markedly molecular 
solids differ from simple lattice theories, The four vibrational frequencies of 
Snl ... are known from I.R./Raman data to be 47,63, 149, and 216 em-I, the 
tin participating only in the 216 cm- 1 mode. Thus in the temperature range 
used for the measurements (--80-200 K) the iodine 47 cm- 1 (68 K) vibration 
is almost fully excited whereas the tin 216 cm- 1 (311 K) mode is not. This 
accounts for the lower lattice temperature of iodine, More detailed molecular· 
dynamical calculations for Snl4 have introduced the intermolecular transla· 
tional and rotational vibrations [100]. 

GeI4 and SiI4 

Similar studies on 1291 in Gel4 and SiI4 have been made [101]. The values of 
Up and hp (Table 15.4) show that there is very little 5s· or 7Hharacter in the 
bonding. The number of electrons transferred to iodine is O' 32e- in Gel4 
and 0'47e- in Si14, compared to 0'41e- in Snl4 and O'lle- in C14. The 
temperature·dependence data give O(GeI4) = 87 K and 0(SiI4) = 93 K for 
the iodine atoms only, and a lattice·dynamical treatment was given. A small 
Karyagin effect was claimed. 

CrI3 

We have not as yet mentioned magnetic hyperfine splitting in iodine. This is 
because there are few instances where it is known and in most of these the 
overall result is mainly one of line broadening. For example a 54·4·kG 
external field applied to a K 1291 absorber resulted in only broadening of the 
single resonance line into an apparent overlapping doublet, although com· 
puter analysis did give a value for 129 fte of + 2·84(5) nuclear magnetons [102]. 
The only iodine compound for which a magnetic interaction has been 
observed, albeit produced by a transferred exchange interaction, is ferro· 
magnetic Crl3 • The 1271 resonance proved to have inadequate resolution 
[103]. The value of the excited·state magnetic moment was not known, but 
a value of 127 fte = 2·02(15) n.m. has been recently measured by a perturbed 
angular correlation method [104]. More satisfactory data have been obtained 
with 1291 [105]. The quadrupole spectrum at 78 K (Tc = 70 K) has an asym· 
metry parameter of 0·35. At 21 K the basic spectrum is retained but with 
broadening because of the additional magnetic splitting produced by a field 
of 25 kG as shown in Fig. 15.24. Computer analysis suggests that the angle {J 
between Vzz and H is defined by cos {J = 0·45. The actual structure of Crl3 

is not yet fully known. 

103 -, 104 -, and 106
5 -

The chemical isomer shift values for 129103- (+ 1'56 mm S-I), 1l9104-
(-2·34 mm S-I), and 1291065- (-3'10 mm S-I) highlight the sensitivity of 
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this parameter to the relative occupation of the Ss- and Sp-orbitals, rather 
than to formal oxidation state [74, 90, 106]. Assuming that KI03 has no Ss
character in the bonding a value of hp = 1·40 is derived from equation IS.12, 
i.e. 0'46e- is removed from the I - configuration per 1-0 bond. 104 - and 

'f.45 r-T"-~--r-~--"'-~....,.-...---"'-...---"'--r---r-...-....,.-'T'""""""'-'T'""""""-"-' 

1040 

1 2 4 3S 711 8 
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Fig. 15.24 1291 spectra of CrI3 at (a) 78 K and (b) 21 K. The magnetic interaction 
raises the remaining degeneracies and the resultant proliferation in transitions is seen 
as line broadening. [Ref. 105, Fig. I] 

106
5 - are more difficult to discuss because Ss-electrons do participate in the 

bonding of these compounds. 
1271 data were used to derive a value for lJRj R (1271) and thence to calibrate 

12sTe data (see Chapter IS.S) [25]. 

12 0 4 

The oxide 120 4 contains two inequivalent iodine atoms [107, 108], para
meters being given in Table 15.4. One of the atoms is similar to that in 103 -
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and a structure has been proposed in which an 10+ group is bonded co
valently to an 103 - unit via oxygen bridging atoms. 

Impurity Studies 

The high-spin states of the iodine isotopes allow definition of many of the 
parameters of an iodine impurity atom in a host lattice, and some interesting 
results are beginning to emerge. 

129mTe nuclei have been implanted in an iron foil magnetised perpendicular 
to the direction of observation to reduce the number of hyperfine lines with 
non-zero intensity [109]. A magnetic field of 1'13(4) MG at 100 K was ob
served at the daughter 1291 nucleus (1 MG = 106 gauss). 

A source of 129mTe(OH)6 gives the identical single-line spectrum to that of 
Na3H2106' and it appears that the daughter iodine atom retains the octa
hedral coordination to oxygen [72]. 

The decay of 129mTe in Te02 and Te(N03)4 has been used to study their 
structures [110]. It was assumed that the values of Up in Te02 and Te(N03)4 
are not changed by the nuclear transformation. The fJ-decay does not have 
the same catastrophic effect on the electronic environment as electron
capture decay. The ratio ofthe 125Te quadrupole splitting {e2qI25Q(1 +t1J2)!} 
to the 1291 quadrupole coupling constant {e 2q127 QJ is 0·28 in both cases. 
However, the values of eqat for tellurium and iodine are not identical 
(eqat(Te)/eqat(I) = 0·85) implying that a 5p-hole in tellurium has a greater 
radial extent than in iodine. Whether the value of Up will be affected or not 
by the possible change in orbital overlap because of this contraction has 
not been satisfactorily answered. Certainly in tellurium metal considerable 
electronic reorganisation takes place and the ratio of the quadrupole coup
lings does not agree with the other data. Correlation of the1291 parameters 
with the structures of Te02 and Te(N03)4 was attempted. 

The spinel CuCr2 Te4 is ferromagnetic (Tc = 365 K) and the daughter of 
(129mTe) shows a magnetic field of 148(2) kG 1 as a broadening at liquid 
nitrogen temperature [Ill]. The width of the resonance decreases in a 13-kG 
external field, showing that H = -48 kG. This is significantly smaller than 
the field of 148 kG already described for the 12STe resonance (Chapter 15.5) 
[66]. Covalent mixing of the 5p,.-orbitals with the 3d,.-orbitals on the chromium 
is lowerin r than in Te2 - so thatthe exchange polarisation is weaker in iodine. 

The use of 1291 in determining the lattice temperatures of three nuclei in 
an SnTe matrix has already been referred to under 12STe [63]. 

A Cr129Te alloy has been shown to give a magnetically broadened 1291 
resonance with a field of about 70 kG [74]. 

Mn129mTe2 also shows magnetic splitting below its Nee! temperature of 
84 K [112], the magnetic field at 4·2 K being 215 kG. The sublattice mag
netisation is increased near the impurity, indicating an increase in the Mn
ligand-Mn exchange on substituting 1- for Te-. 
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In summary it can be said that Mossbauer spectroscopy has provided 
valuable insight into the structure and bonding of iodine compounds. 
Already some 50 compounds have been investigated and the nuclear syste
matics are well established in broad outline. The comparison with n.q.r. data 
has proved particularly fruitful and further refinements to the bonding 
models can be expected in the future. Less has been done on the lattice
dynamical aspects or on impurity studies, but here again the prognosis is 
favourable. 

15.7 Xenon (129Xe, 131Xe) 

There are two xenon Mossbauer resonances known, the 39'58-keV level of 
J29Xe, and the 80' 16-ke V level of 131 Xe. The former has been used exclusively 
for all chemical applications. Its excited-state lifetime is tl = 1·01(4) ns [113], 
giving a naturallinewidth of 6·85 rom S-1. The decay from the Ie = t first 
excited state to the I. = t ground state is of Ml character, and is highly 
converted. The precursor is 1291, which decays by p-emission with a lifetime 
of 1'7 x 107 y directly to the Mossbauer level (Fig. 15.25). Good source 

8'05d 

Hx10'y 

'---..--39'58 keY 

--:-~--o 

'-.,.-----723 

'--i~---637 

'-t-h-,.--- 503 

'--t++1-rT--364 

~t++~tj:;:= 177 " 164 
-++1--+"++....-80·16 keY 

Fig. 15.25 The decay schemes of ll9Xe and 131Xe populated by iodine precursors. 

matrices are Na1291, K129104, and Na3H2129106 which give narrow single 
lines, the last named giving the best recoil-free fraction. The 131Xe resonance 
is from the Ie = t first excited state to the I. = t ground state and is popu
lated by the 8·0S-d p·active 1311 precursor. The excited-state lifetime of 
ti = 0·496(21) ns [114] gives a naturallinewidth of 6·8 mm S-1. A source of 
Na2H/31I06 has been used successfully [115]. 

The published data for 129Xe and 131Xe stem as a series of continuing 
experiments from the first observation by G. J. Perlow and co-workers in 
1963 [116]. Early work established the characteristics of the 129Xe resonance 
in xenon hydroquinone clathrate, Na4Xe06.H20, XeF2, and XeF4 [116, 
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117], but the 131Xe resonance was found to be more difficult to detect, and 
has only been reported in XeF4 [115]. The work has been reviewed in detail 
[85]. The spectra consist of either a simple line as in xenon hydroquinone 
clathrate and Na4Xe06.H20, or a quadrupole split doublet as in XeF2 and 
XeF4· 

The 129Xe and 131Xe spectra of XeF4 (Fig. 15.26) are both quadrupole 
split [U5]. This provides a means of calculating the excited-state quadrupole 
moment of 129Xe from the ground-state moment of 131Xe which is -0,12 
barn. The ratio I e2q129Qe/e2q131Q.1 = 3'45(9) gives I 129Qe I = 0·41 barn. 

c: 
.~ 
.~ 

c: 

,g 46'30 

46'20 

-20 o 20 
NazHJ 131106 source, XeF4cbsorber 

46·10 L-._....1-___ ..J.
j 
0--.....L_I.o---L.O--.l..-J...---lI..0--...J..-~ 

Velocity/(mm S-l) 

Fig. 15.26 The lZ9Xe and 131Xe spectra ofXeF4 showing the change in quadrupole 
splitting produced by the different magnitudes of the quadrupole moments of the 
t states. [Ref. 115, Fig. 1] 

The sign was determined from experiments with oriented KICl4 sources to 
be negative, so that 129Qe = -0,41 barn. 

Special interest attaches to the chemical state of the 129Xe daughter atom 
of the 1291 fJ-decay. The single-line sources, K 129I04 and Na3H/29I06, 
show small but significant chemical isomer shifts when compared with a 
xenon clathrate absorber [l18, 119]. Numerical values are collected in Table 
15.5. This proves that there is some degree of chemical binding. One can 
postulate the reactions 

104 - ~ {Xe04} 
1065 - ~ {Xe064-} 

where { } denotes a molecular species trapped in a host solid. Furthermore, 
the compound Xe03 shows a quadrupole splitting of 10·95 mm S-1 while on 
the other hand the source Na129103 with a xenon clathrate single-line 
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absorber shows a splitting of l1'07(2S) mm S-1. This is good evidence for 
the formation of an {Xe03} molecule in the KI03 lattice by the fj-decay. 
Additional support comes from the chemical isomer shift which we discuss 
shortly. 

Very similar experiments using K1291C14.H20 and K1291C12.H20 appear 
to give spectra from the hitherto unknown molecules, {XeCI4} and {XeCI2} 
[119, 120]. The spectra, which are among the more dramatic results obtained 
by Mossbauer spectroscopy, are illustrated in Fig. IS.27 together with those 
of XeF4 and XeF2. The well-resolved quadrupole splittings show that the 
assumed xenon chlorides are unique species with bonding similar to the 

Table 15.5 Mossbauer data for 129Xe compounds (at 4.2 K) 

129~ eZq129Q. 
129li/(mms-1) 

Compound /(mm S-I)* /MHz* (reI. to Xe U" h" Reference 
clathrate) 

XeF4t 41'04(7) 2620 0'40(4) 1·50 3·00 119 
XeF2 39'00(10) 2490 0,10(12) 1·43 1-43 119 
{XeCI4 } 25-62(10) 1640 0'25(8) 0·94 1·88 119 
{XeClz} 28'20(14) 1800 0'17(8) 1·03 1·03 119 
{XeBr2} 22·2 1415 0'81 0-81 122 
Xe03 10-95 698 0-40 119 
{Xe03} 11-07(25) 706 0-41 119 
Na~e06 -0-19(2) 119 
{Xe064 -} -0-22(2) 119 
{Xe04} -0-22(2) 119 
solid Xe -0-05(7) 119 

* 1 mm S-1 = 31-93 MHz_ 
t Corresponding values for 131Xe are 131~ = 5-97(16) mm S-1 

and e2q 131Q. = 772(21 MHz). 

fluorides. There is a suggestion of other products in the XeCl2 spectrum, but 
these have not been identified. 

The theory of the quadrupole splitting and chemical isomer shift of 1271 
(see preceding section) may be applied to xenon, and values of Up, the im
balance in the Sp-orbitals, are calculated [120] directly from e2q129Q. using 
the known value for the quadrupole coupling constant in 131Xe due to a 
Spz hole (-S05 MHz, i.e. -1740 MHz for a Spz hole in 129Xe). The values 
of hll are derived assuming that there is no Ss- or n-character in the bonding 
and that 1) = O. The hll values forlCl4 - and ICl2 - are 2·70 and 1·39 respec
tively. ~y comparison with the hp values from the 1271 data, one can see that 
changing iodine to xenon causes transfer of 0'82e- and 0'36e- respectively 
towards the xenon, being 0'20e- and 0-18e- respectively per chlorine atom. 
As might be expected fluorine withdraws more electron density from xenon 
than chlorine (see Table 15.S). 
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Stable bonds are not always formed during the {J-decay. A source of 1291z 

showed only a single-line resonance without any quadrupole splitting. 
Apparently atomic xenon is formed which does not interact with the im
mediate neighbour undecayed iodine whose chemical state is unknown [119]. 

4·0 
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Fig. 15.27 Mossbauer spectra (129Xe) of the xenon halides. [Ref. 119, Fig. 1] 

It should be pointed out that although entities such as {XeCI4 } and {XeClz} 
were not known as stable compounds at the time of these experiments, the 
observation of their Mossbauer spectrum requires only that each molecule is 
stable for a little longer than the nanosecond required for emission of the 
y-ray whose energy characterises it. Chemical change after this event (if it 
occurs) is not registered in the Mossbauer spectrum. The infrared spectrum 
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of XeClz was reported independently at about the same time, although 
again the compound was not isolated [121]. 

A possible border-line case is found in the decay of 1Z9IBr Z -. A source of 
KIBrz shows evideI1ce of a quadrupole splitting of 22·2 mm S-1 (1415 MHz), 
although the overall spectrum is strongly dependent on the individual source 
preparation and there are signs of other species [122]. Assuming that the 
major product is a linear {XeBrz} molecule, one can deduce hp = 0'81, i.e. 
bromine withdraws less electron density than chlorine or fluorine. 

The decay of Cs129IBrz gives a single-line resonance of which detailed 
study suggests that IBrz - breaks down into atomic xenon during the decay 
[122]. 

The total range of chemical isomer shifts observed for lZ9Xe (Table 15.5) 
fall within a small fraction of the naturallinewidth. However, comparison of 
the shifts for isoelectronic iodine and xenon pairs, ICl4 - /{XeCI4}, IClz - / 
{XeClz}, I-/Xeo, 104- /{Xe04}, 1065 - /Xe064- does show that the same 
general theory for iodine also applies to xenon. The expression equivalent to 
equation 15.8 is 

lZ9dxe = O·13hp mm S-1 15.13 

where the shift is relative to that of atomic xenon. d(RZ)/(RZ)(1Z9Xe) is 
opposite in sign to d(RZ)/(RZ)(1271). Although an adequate description of 
the bonding in the halides can be given, as with iodine this has not proved 
possible as yet for the oxygen compounds. Note that the good agreement 
between the lZ'71 and U9Xe chemical isomer shifts is additional evidence in 
favour of the decay products specified. 

Finally, the excited-state magnetic moment of lZ9Xe has been measured by 
applying a 78-kG external magnetic field to a xenon clathrate absorber [123]. 
Computer analysis of the broadened spectrum gave p,!Z9 = +0·68(30) n.m. 

15.8 Caesium (l33CS) 

The 81'0-keV resonance of 133CS was first reported by Perlow et al. in 1965 
[124]. The parent is 7·2 y 133Ba which decays by electron capture (Fig. 15.28). 
Sources of BaClz.2HzO and BaAl4 were found to give weak resonances at 
4·2 K, the latter giving narrower and more intense lines. Extended work 
[125] with a small range of absorbers has shown single-line resonances only 
with small chemical isomer shifts which are listed in Table 15.6. A linear 
correlation between the shifts of the caesium halides and the I33CS nuclear 
magnetic resonance chemical shifts was found. Detailed calculations of the 
effects of orbital overlap in these compounds gave an approximate value for 
~(RZ)/(RZ) of +17'8 X 10-5 • 

Independent work used 133Ba in CaFz as the source [126]. Where identical 
compounds were studied the agreement in values is within the quoted errors. 
A second value for ~(Rz>/(Rz> of +4 X 10-4 was calculated on the basis 
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Table 15.6 Chemical isomer shifts in 133CS (at 4.2 K) 

Compound 8 (reI. to BaAI4)· Reference /(mm 8-1) 

Cs -0'164(57) 125 
CsI -0,247(4) 125 

-0'239(11) 126 
CsBr -0'269(4) 125 

-0'264(9) 126 
CsCI -0'269(3) 125 

-0'269(4) 126 
CsF -0'278(2) 125 

-0,260(14) 126 
CsMnF3 -0'313(6) 125 
CsN3 -0·26(1) 125 
CSZC03 -0'32(1) 125 
CsN03 -0'320(10) 126 
CSZS04 -0'311(7) 126 
CszCrzO, -0'309(8) 126 
CsClO3 -0'305(6) 126 
CsBiz -0'209(20) 126 

133Ba/BaClz.HzO -0'31(2) 125 
133Ba/BaFz -0'28(2) 125 
133Ba/CaFz -0'270(4) 126 

• Values from ref. 125 have been corrected for the zero
point motion in the second-order Doppler shift by up to 
0·006 mm S-l. Data from ref. 126 were quoted relative to 
133Ba/CaFz and have been converted using esCI as the 
reference, but the errors quoted are the original values. 
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of the chemical isomer shift values for CsN03 and CsBi2 , the mean of the 
two results being approximately +3·4 X 10- 4 • 

An external magnetic field of 77·65 kG applied to CsMnF3 produces 
magnetic broadening as illustrated in Fig. 15.29 [127]. Analysis gives a value 
for the magnetic moment of the Ie = t state of fle = +3·44(2) n.m. 

BaAl. source 
0'5 CsMnF3 absorber 

.. 

-1'5 

o Z·o 
VelocitjJ"(mm s·l) 

Fig. 15.29 Mossbauer spectra of 133CsMnF3 in zero applied field and in a field of 
77·65 kG. [Ref. 127, Fig. 1] 

133CS impurity atoms in an iron foil have been studied by implantation 
from 133Xe atoms which (J-decay to caesium [128]. Partially resolved mag
netic hyperfine structure is seen, giving a value for the field at the 133CS 
nucleus of + 273(10) kG. 

15.9 Barium (133Ba) 

Only one reference has been made to the 12'29-keV resonance of 133Ba [129]. 
This resonance is unusual in that the ground state is radioactive with a half
life of 7·2 y, but is populated via the short-lived 39 h isotope 133mBa, which 
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effectively suppresses the natural radioactive background in the actual 
experiment. Sources of BaO and BaS04 with BaO absorbers gave an effect 
of up to 1 % in the temperature range 4·2-300 K, but the linewidths obtained 
were 8·6 mm S-1 as opposed to a natural width of2·7 mm s-t, derived from 
the excited-state lifetime of 8·1(2·0) ns [130]. No explanation for this could 
be found. 

REFERENCES 

[1] S. L. Ruby and R. E. Holland, Phys. Rev. Letters, 1965, 14, 591. 
[2] F. J. Lynch and R. E. Holland, Phys. Rev., 1959, 114, 825. 
[3] D. W. Hafemeister and E. Brooks Shera, Phys. Rev. Letters, 1965, 14, 593. 
[4] P. K. Tseng, S. L. Ruby, and D. H. Vincent, Phys. Rev., 1968, 172, 249. 
[5] D. Raj and S. P. Puri, Phys. Stat. Sol., 1969, 34, K13. 
[6] G. Czjzek, J. L. C. Ford, F. E. Obenshain, and D. Seyboth, Phys. Letters, 

1966, 19, 673. 
[7] G. C~zek, J. L. C. Ford, J. C. Love, F. E. Obenshain, and H. H. F. Wegener, 

Phys. Rev. Letters, 1967, 18, 529. 
[8] G. Czjzek, J. L. C. Ford, J. C. Love, F. E. Obenshain, and H. H. F. Wegener, 

Phys. Rev., 1968, 174, 331. 
[9] R. E. Holland and F. J. Lynch, Phys. Rev., 1961, 121, 1464. 

[10] B. H. Zimmermann, H. Jena, G. Ischenko, H. Kilian, and D. Seyboth, Phys. 
Stat. Sol., 1968, 27, 639. 

[11] Y. P. Varshni and R. Blanchard, Phys. Letters, 1969, 30A, 238. 
[12] Y. Hazony, P. Hillman, M. Pasternak, and S. Ruby, Phys. Letters, 1962, 

2,337. 
[13] S. L. Ruby and H. Selig, Phys. Rev., 1966, 147,348. 
[14] M. Pasternak and T. Sonnino, Phys. Rev., 1967, 164, 384. 
[15] V. M. Krasnoperov, A. N. Murin, N. K. Cherezov, and I. A. Yutlandov, 

Doklady Akad. Nauk S.S.S.R., 1969, 186,296. 
[16] S. Bukshpan, C. Goldstein, and T. Sonnino, Phys. Letters, 1968, 27A, 372. 
[17] B. Barnett and Y. Hazony, J. Chem. Phys., 1965,43,3462. 
[18] Y. Hazony and S. L. Ruby, J. Chem. Phys., 1968,49, 1478. 
[19] M. Pasternak, A. Simopoulos, S. Bukshpan, and T. Sonnino, Phys. Letters, 

1966,22,52. 
[20] K. Gilbert and C. E. Violet, Phys. Letters, 1968, 28A, 285. 
[21] J. S. Brown, Phys. Rev., 1969, 187,401. 
[22] L. E. Campbell, G. J. Perlow, and M. A. Grace, Phys. Rev., 1969, 178, 1728. 
[23] M. Greenshpan. D. Treves, S. Bukshpan, and T. Sonnino, Phys. Rev., 1969, 

178,1802. 
[24] R. E. Snyder and G. B. Beard, Phys. Letters, 1965,15,264. 
[25I S. E. Gukasyan and V. S. Shpinel, Phys. Stat. Sol., 1968,29,49. 
[26] V. S. Shpinel, V. A. Bryukhanov, V. Kothekar, B. Z. lora, and S.1. Semenov, 

Symposia Faraday Soc. No.1, 1968,69. 
[27] S. L. Ruby and C. E. Johnson, Phys. Letters, 1967, 26A, 60. 
[28] S. L. Ruby, B. J. Evans, and S. S. Hafner, Solid State Commun., 1968,6,277. 
[29] S. L. Ruby, G. M. Kalvius, R. E. Snyder, and G. B. Beard, Phys. Rev., 

1966,148,176. 



490 I OTHER MAIN GROUP ELEMENTS 

[30] S. L. Ruby, G. M. Kalvius, G. B. Beard, and R. E. Snyder, Phys. Rev. 1967, 
159,239. 

[31] S. L. Ruby and G. K. Shenoy, Phys. Rev., 1969, 186, 326. 
[32] S. L. Ruby and G. M. Kalvius, Phys. Rev., 1967, 155, 353. 
[33] V. A. Bryukhanov, B. Z. lofa, V. Kothekar, S. I. Semenov, and V. S. Shpinel, 

Zhur. eksp. teor. Fiz., 1967,53, 1582. 
[34] V. Kothekar, B. Z. lofa, S. I. Semenov, and V. S. Shpinel, Zhur. eksp. teor. 

Fiz., 1968,55, 160. 
[35] L. H. Bowen, J. G. Stevens, and G. G. Long, J. Chem. Phys., 1969,51,2010. 
[36] G. G. Long, J. G. Stevens, and L. H. Bowen, Inorg. Nuclear Chem. Letters, 

1969, 5, 799. 
[37] T. Birchall and B. Della Valle, Chem. Comm., 1970, 675. 
[38] G. G. Long, J. G. Stevens, H. Lawrence, and S. L. Ruby, Inorg. Nuclear 

Chem. Letters, 1969, 5, 21. 
[39] V. A. Bryukhanov, B. Z. lofa, and S. I. Semenov, Radiokhimiya, 1969,11,362. 
[40] Pham Zuy Hien, V. G. Shapiro, and V. S. Shpinel, Zhur. eksp. teor. Fiz., 

1962,42,703 (Soviet Physics -JEI'P, 1962, 15,489). 
[41] N. Shikazono, T. Shoji, H. Takekoshi, and P. Tseng, J. Phys. Soc. Japan, 

1962, 17, 1205. 
[42] H. Voorthius, W. Beens, and H. Verheul, Physica, 1967, 33, 695. 
[43] E. P. Stepanov, K. P. Aleshin, R. A. Manapov, B. N. Samoilov, V. V. 

Sklyarevskii, and V. G. Stankevich, Phys. Letters, 1963, 6, 155. 
[44] M. Pasternak and A. L. Spijkervet, Phys. Rev., 1969, 181, 574. 
[45] N. E. Erickson and A. G. Maddock, J. Chem. Soc. (A), 1970, 1665. 
[46] R. N. Kuzmin, A. A. Opalenko, V. S. Shpinel, and I. A. Avenarius, Zhur. 

eksp. teor. Fiz., 1969, S6, 167 (Soviet Physics - JETP, 1969, 29, 94). 
[47] V. A. Lebedev, R. A. Lebedev, A. M. Babeshkin, and A. N. Nesmeyanov, 

Vestnik Moskov. Univ., Khim., 1969, 24, 128. 
[48] C. E. Violet, R. Booth, and F. Wooton, Phys. Letters, 1963,5,230. 
[49] C. E. Violet and R. Booth, Phys. Rev., 1966, 144, 225. 
[50] T. C. Gibb, R. Greatrex, N. N. Greenwood, and A. C. Sarma, J. Chem. 

Soc. (A), 1970,212. 
[51] P. Jung and W. Triftshiiuser, Phys. Rev., 1968, 175, 512. 
[52] M. L. Unland, J. Chem. Phys., 1968, 49, 4514. 
[53] V. S. Shpinel, V. A. Bryukhanov, V. Kothekar and B. Z. lofa, Zhur. eksp. 

teor. Fiz., 1967,53,23 (Soviet Physics -JETP, 1968,26, 16). 
[54] V. A. Bryukhanov, B. Z. lofa, A. A. Opalenko, and V. S. Shpinel, Zhur. 

Neorg. Khim., 1967, 12, 1985 (Russian J. Inorg. Chem., 1967, 1044). 
[55] M. Pasternak and S. Bukshpan, Phys. Rev., 1967, 163,297. 
[56] E. P. Stepanov and A. Yu. Aleksandrov, ZETF Letters, 1967,5, 101 (JETP 

Letters, 1967,5,83). 
[57] J. F. Ullrich and D. H. Vincent, J. Phys. Chem. Solids, 1969, 30, 1189. 
[58] N. Shikazono, J. Phys. Soc. Japan, 1963, 18, 925. 
[59] J. Baijal and U. Baijal, J. Phys. Soc. Japan, 1967,22, 1507. 
[60] I. V. Berman, N. B. Brandt, R. I. Kuzmin, A. A. Opalenko, and S. S. Slobod-

chikov, ZEFF Letters, 1969, 10, 373. 
[61] G. Albanese, C. L. Lamborizio, and I. Ortalli, Nuovo Cimento, 1967, SOB, 65. 
[62] C. C. Tsuei and E. E. Kankeleit, Phys. Rev., 1967, 162, 312. 
[63] S. Bukshpan, Solid State Commun., 1968,6,477. 
[64] R. B. Frankel, J. Huntzicker, E. Matthias, S. S. Rosenblum, D. A. Shirley, 

and N. J. Stone, Phys. Letters, 1965, 15, 163. 



REFERENCES I 491 

[65] R. B. Frankel, J. J. Huntzicker, D. A. Shirley, and N. J. Stone, Phys. Letters, 
1968, 26A, 452. 

[66] J. F. Ullrich and D. H. Vincent, Phys. Letters, 1967, 25A, 731. 
[67] S. Jha, R. Segnan, and G. Lang, Phys. Rev., 1962, 128, 1160. 
[68] F. de S. Barros, N. Ivantchev, S. Jha, and K. R. Reddy, Phys. Letters, 1964, 

13,142. 
[69] G. Berzins, L. M. Berger, W. H. Kelly, W. B. Walters, and G. E. Gordon, 

Nuclear Phys., 1967,93,456. 
[70] R. Sanders and H. de Waard, Phys. Rev., 1966, 146, 907. 
[71] J. S. Geiger, R. L. Graham, I. Bergstrom, and F. Brown, Nuclear Phys., 

1965, 68, 358. 
[72] G. J. Perlow and M. R. Perlow, J. Chern. Phys., 1966,45,2193. 
[73] G. J. Perlow and S. L. Ruby, Phys. Letters, 1964,13, 198. 
[74] D. W. Hafemeister, G. de Pasquali, and H. de Waard, Phys. Rev., 1964, 135, 

B1089. 
[75] R. Livingstone and H. Zeldes, Phys. Rev., 1953,90,609. 
[76] K. R. Reddy, F. de S. Barros, and S. DeBenedetti, Phys. Letters, 1966,20, 

297. 
[77] B. S. Ehrlich and M. Kaplan, J. Chern. Phys., 1969, SO, 2041. 
[78] T. P. Das and E. L. Hahn, 'Nuclear Quadrupole Resonance Spectroscopy', 

Supplement I of Solid State Physics, Academic Press Inc., New York, 1958. 
[79] R. Livingstone and H. Zeldes, Phys. Rev., 1953,90,609. 
[80] M. Pasternak, A. Simopoulos, and Y. Hazony, Phys. Rev., 1965, 140, 

A1892. 
[81] S. Bukshpan, C. Goldstein, and T. Sonnino, J. Chern. Phys., 1968, 49, 5477. 
[82] W. H. Flygare and D. W. Hafemeister, J. Chern. Phys., 1965, 43, 789. 
[83] P. Jung and W. Triftshiiuser, Phys. Rev., 1968, 175, 512. 
[84] M. Pasternak, Syrnposia Faraday Soc. No.1, 1967, p. 119. 
[85] G. J. Perlow, 'Chemical Applications of Mossbauer Spectroscopy', Ed. V. I. 

Goldanskii and R. H. Herber, Academic Press Inc., New York, 1968, 
p.378. 

[86] S. S. Jaswal, Phys. Letters, 1965, 19, 369. 
[87] S. S. Jaswal, Phys. Rev., 1966, 144, 353. 
[88] R. Kamal, R. G. Mendiratta, S. B. Raju and L. M. Tiwari, Phys. Letters, 

1967, 25A, 503. 
[89] K. Mahesh and N. D. Sharma, Phys. Letters, 1968, 28A, 377. 
[90] M. Pasternak and T. Sonnino, J. Chern. Phys., 1968, 48, 1997. 
[91] M. Pasternak and T. Sonnino, J. Chern. Phys., 1968, 48, 2004. 
[92] M. Pasternak and T. Sonnino, J. Chern. Phys., 1968,48,2009. 
[93] c. I. Wynter, J. Hill, W. Bledsoe, G. K. Shenoy, and S. L. Ruby, J. Chern. 

Phys., 1969, 50, 3872. 
[94] B. S. Ehrlich and M. Kaplan, J. Chern. Phys., 1969, 51, 603. 
[95] S. Bukshpan, C. Goldstein, and J. Soriano, J. Chern. Phys., 1969, 51, 3976. 
[96] S. Bukshpan, J. Soriano, and J. Shamir, Chern. Phys. Letters, 1969, 4, 241. 
[97] S. Bukshpan and T. Sonnino, J. Chern. Phys., 1968, 48, 4442. 
[98] S. Bukshpan and R. H. Herber, J. Chern. Phys., 1967, 46, 3375. 
[99] B. S. Ehrlich and M. Kaplan, Chern. Phys. Letters, 1969,3, 161. 

[100] Y. Hazony, J. Chern. Phys., 1968,49,159. 
[101] S. Bukshpan, J. Chern. Phys., 1968,48,4242. 
[102] H. de Waard and J. Heberle, Phys. Rev., 1964, 136, B1615. 
[103] G. M. Kalvius, L. D. Oppliger, and S. L. Ruby, Phys. Letters, 1965,18,241. 



492 I OTHER MAIN GROUP ELEMENTS 

[104] A. G. Svensson, R. W. Sommerfeldt, L. O. Norlin, and P. N. Tandon, Nuclear 
Phys., 1967, A95, 653. 

[l05] C. Goldstein and M. Pasternak, Phys. Rev., 1969, 177, 481. 
[106) H. de Waard, G. de Pasquali, and D. Hafemeister, Phys. Letters, 1963,5,217. 
(107) Yu. S. Grushko, A. N. Murin, B. G. Lure, and A. V. Motornyi, Fiz. Tverd. 

Tela, 1968, 10, 3704. 
[108] Yu. S. Grushko, B. G. Lure, and A. N. Murin, Hz. Tverd. Tela, 1969, 11, 

2144. 
[109] H. de Waard and S. A. Drentje, Phys. Letters, 1966, 20, 38. 
(110) M. Pasternak and S. Bukshpan, Phys. Rev., 1967, 163,297. 
[111] M. Pasternak and H. de Waard, Phys. Letters, 1968, 28A, 298. 
[112] M. Pasternak, Phys. Rev., 1969, 184, 523. 
[113] J. S. Geiger, R. L. Graham, I. Bergstrom, and F. Brown, Nuclear Phys., 

1965, 68, 352. 
[114] R. S. Weaver, Canad. J. Phys., 1962,40,1684. 
[115] G. J. Perlow, Phys. Rev., 1964, 135, B1102. 
[116] c. L. Chernick, C. E. Johnson, J. G. Maim, G. J. Perlow, and M. R. Perlow, 

Phys. Letters, 1963, 5, 103. 
[117] G. J. Perlow and M. R. Perlow, Rev. Mod. Phys., 1964,36,353. 
[118] G. J. Perlow and M. R. Perlow, 'Chemical Effects of Nuclear Transforma-

tions', Vol. II, p. 443, International Atomic Energy Agency, Vienna, 1965. 
[119] G. J. Perlow and M. R. Perlow, J. Chem. Phys., 1968, 48, 955. 
[120] G. J. Perlow and M. R. Perlow, J. Chem. Phys., 1964,41, 1157. 
[121] L. Y. Nelson and G. C. Pimentel, lnorg. Chem., 1967,6, 1758. 
[122] G. J. Perlow and H. Yoshida, J. Chem. Phys., 1968,49, 1474. 
[123] L. E. Campbell, G. J. Perlow, and N. C. Sandstrom, p. 161 of 'Hyperfine 

Structure and Nuclear Radiations'. Ed. E. Matthias and D. A. Shirley, 
North Holland, 1968. 

[124] G. J. Perlow, A. J. F. Boyle, J. H. Marshall, and S. L. Ruby, Phys. Letters, 
1965, 17, 219. 

[125] A. J. F. Boyle and G. J. Perlow, Phys. Rev., 1966, 149, 165. 
[126] W. Henning, D. Quitmann, E. Steichele, S. Hufner, and P. Kienle, Z. Physik, 

1968, 209, 33. 
[127] L. E. Campbell and G. J. Perlow, Nuclear Phys., 1968, AI09, 59. 
[128] H. de Waard and S. R. Reintsema, Phys. Letters, 1969, 29A, 290. 
[129] A. J. F. Boyle and G. J. Perlow, Phys. Rev., 1969, 180, 625. 
[130] J. E. Thun, S. Tornkvist, F. Falk, and H. Snellman, Nuclear Phys., 1965,67, 

625. 



16 Other Transition-metal Elements 

A Mossbauer resonance is known in at least one isotope of fourteen tran
sition metals in addition to iron. However, none has been extensively used 
up to the present time. Several of them present extreme difficulties in 
measurement, but as this chapter will show, sufficient background informa
tion has been collected to assess the feasibility of chemical application. 

The elements will be discussed in the order of increasing atomic number 
in the Periodic Table, i.e. nickel, zinc, technetium, ruthenium, silver, hafnium, 
tantalum, tungsten, rhenium, osmium, iridium, platinum, gold, and mercury. 
Full numerical data of the relevant nuclear properties are summarized, as for 
other elements, in Appendix 1. 

16.1 Nickel (61 Ni) 

The 67'4-keV resonance of 61Ni was first reported in 1961 by Obenshain and 
Wegener [I], who used the jJ-decay of 99-minute 61CO to populate the excited 
level (see Fig. 16.1). The source in these initial experiments at 80 K was a 

~~Cu 

3·32h 

1l+, EC 

Fig. 16.1 Decay scheme of 61Ni. 
[Refs. on p. 532] 
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nickel foil enriched in 64Ni so that the parent radioisotope could be made by 
the 64Ni(p, OC)61CO reaction [1, 2], and the absorbers were nickel metal. The 
apparent single-line resonance was in fact broadened by magnetic hyper
fine splitting in both source and absorber, and analysis of the spectrum 
shape in an external magnetic field gave the ratio of the magnetic moments 
ftel ft. = -0-47(8). 

Very similar results were obtained using Coulomb excitation of a nickel 
foil target by 25-MeV oxygen ions [3], and the Coulomb-recoil implantation 
technique has also been demonstrated [4]. 

A second 61CO preparation is 62Ni(y, p)61CO, and this gives good results 
[4, 5]. A 15% chromium-nickel alloy is cubic, non-magnetic at 80 K, and 

1'010 r---r---,----r--r---.,--..,---,.-......,r---.,.--.., 

~ 
~0'995 
.~ 

!0'990 

0'985 

0·980 ol--~-~-~':--':":--~:----:'~-~---':':---~-2 ... 00 

Fig. 16.2 MOssbauer spectrum of 61Ni in a 1'5% Ni-iron alloy absorber at 80 K. 
The source was 15% Ni-chromium. [Ref. 5, Fig. 5] 

proves to be a good matrix for bremsstrahlung irradiation, giving a linewidth 
after correction for source and absorber thickness effects of 0·97 mm S-1 
compared to the natural width of 0·78 mm S-1. The recoil-free fraction at 
80 K is only 0·10(1) but is adequate. 

The alternative decay parent, 61CU, prepared by a 63CU(Y, 2n)61Cu 
bremsstrahlung irradiation, has a complex decay scheme and its y-ray 
energy spectrum is not as simple as that of 61CO [5]. It can also be made by 
58Ni(oc, p)61CU or 58Ni(oc, n)61Zn(EC)61Cu reactions, and a radiochemical 
preparation of a 61Cu/copper source matrix has been described in detail [6]. 

A 1'5% nickel-in-iron alloy gives a partially resolved magnetic splitting at 
80 K (Fig. 16.2) [5]. The magnetic moment of the I. = ! ground state is 
-0,7487 n.m., and is considerably greater than the excited-state moment. 
The level splitting is illustrated in Fig. 16.3 and shows how the lines 

[Reft. on p. 532] 
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cluster into four groups. Analysis of the spectrum in Fig. 16.2 gave 
Pel pg = -0'559(12) with an internal field of 241 kG. Independent measure· 
ments on a 4% nickel-iron alloy at 4·2 K gave Pe/p, = -0'577(25) [7], 
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Fig. 16.3 Energy level diagram drawn using f.I(t)lIl(t) = -0·637 to show the mag
netic fine structure of Fig. 16.2. The numbers above the lines in the bar diagram 
represent the relative intensities of the transitions and may be obtained from the 
coefficients in Appendix 2. 

later updated to -0,637(42) after additional experiments including polarisa
tion in an external field [8]. The latter value gives Pe = +0-477(31) n.m. and 
is the most recent value for this parameter. 

The much smaller internal field in nickel metal results in only a broad line, 
which has given Pe/p" = -0'551(38) [4]. The field is 97 kG at 4·2 K [7]. 
NiO also gives an unresolved magnetic splitting with a field of 98 kG at 
4·2 K [7] and 96 kG at 80 K [4]. 

The chemical isomer shifts in 61Ni are extremely small compared with the 

[Rep. on p. 532) 
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natural linewidth (0·78 mm S-1), the range of known values being 0·46 
mm S-1 (NiIIF2 and [NiIVM090d6 -). Available data are given in Table 16.1. 

Table 16.1 Chemical isomer shifts in 61Ni 

Compound 

K2NiF4 
NiF2 
NiCh.6H20 
NiO 
(Et4NMNiCI4] 
(Et4N)[ph3PNiBr3] 
[ph3MeAsMNiCI4] 
*(diap)2Ni 
Ni(en)2CI2 
Ni(en)3CI2.6H20 
Ni(CO)4 
(Et4NMNiBr4] 
Ni(PCh)4 
K2[Ni(CN)4] 
(NH4)6[NiMo9°nJ 
Ni 
CuNi(2%) 
CuNi(20%) 
FeNi(1'5%) 
GdNi2 
HoNi2 
ErNi2 
TmNi2 
YbNi2 

T/K 

80 
80 
4·2 

80 
4·2 
4·2 
4'2 
4·2 
4·2 
4·2 
4·2 
4·2 
4·2 
4·2 

80 
80 
80 
80 
80 
4·2 
4·2 
4·2 
4·2 
4·2 

Il/(mm S-l) 
(reI. to 15% 
Cr/Ni) 

+0'13(5) 
+0'126(40) 
+0'07(5) 
+0'05(2) 
+0'041(20) 
+0·04(1) 
+0'03(1) 
+0'03(1) 
+0-024(30) 
+0'015(10) 
-0-002(10) 
-0'01(2) 
-0'023(20) 
-0'050(20) 
-0'33(8) 
+0'02(2) 
-0'03(1) 
-0,10(3) 
+0'10(1) 
-0'01(2) 
-0'01(2) 
+0'05(3) 
+0'02(2) 
+0'04(4) 

* diap = N,N'-diphenyl-l-amino-3-iminopropene 

+ 1'00(3'20) 
-0'88(40) 
-2'00(1'2) 

-1-16(60) 

Reference 

5 
5 

10 
5 
8 

10 
10 
10 
8 

10 
8 

10 
8 
8 
5 
5 
5 
5 
5 
8 
8 
8 
8 
8 

Shifts for Ni(lV) are lower than for Ni(lI), and have been taken to indicate 
that tJR/R is negative [5]. An analogous argument to the Walker-Wertheim
Jaccarino calibration of s7Fe gives an approximate value of tJR/R 
= -2,5 x 10-4 • An independent estimate of -3 x 10- 4 comes from the 
difference of -0·064 mm S-1 between Ni(PCI3)4 and (Et4 NhNiCI4 [8]. 

Quadrupole splitting of the I. = t ground state is expected to be small 
because the quadrupole moment Q. is only +0'162(15) barn [9]. The presence 
of an electric field gradient can be expected to give essentially three transitions 
to the I ±t), I ±t), and I ±t) excited-state sublevels if Qe is large. A slight 
asymmetry of the resonance in the [NiM090d6

- complex has been attri
buted to a positive value of e2qQe [5]. Small values of e2qQe have also been 
found in four other nickel(1I) compounds as given in Table 16.1 [10], and 
have been taken to support a negative sign for Qe. 

The boracite Ni3B70131 gives a combined magnetic/quadrupole inter-

[Refs. on p. 532] 
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action at 4·2 K with a magnetic field of 210 kG [8]. In this case the value of 
e2qQ" was estimated to be -0·6 mm S-l from the analogous 57Pe data, 
assuming the same electric field gradient and the appropriate quadrupole 
moments. It proved impossible to fit the experimental spectrum, although 
Qe/ Q" was considered to be negative, and there seems to be a possibility of 
more than one site being present in the ordered phase. 

The magnetic field at 61Ni at 4·2 K in iron-nickel alloys falls smoothly 
from 235 kG at 4 at. % Ni to 77 kG at 100 at. % Ni [8, 11]. The main con
tribution to the field is from conduction-electron polarisation. The rare
earth/nickel alloys (see table) do not show a significant field at 4·2 K [8]. 

Some lattice-dynamical calculations for nickel metal have been made [12]. 

16.2 Zinc (67Zn) 

The 93·26-keV excited state of 67Zn has a lifetime of 9400 ns. This gives an 
unusually narrow Mossbauer linewidth of rr = 3·12 x 10-4 mm S-l. The 
potentially high precision which this offers promised spectacular results in 
measurements of, for example, the gravitational red-shift. However, the 
normal level of acoustic vibrations in the laboratory is greater than the 
naturallinewidth, and consequently the first attempts to observe the resonance 
were unsuccessful [13]. 

The existence of resonance absorption for this transition was first demon
strated in 1960 using an on-off type of experiment [14, 15]. The decay scheme 
is shown in Pig. 16.4. A source of 78-hour 67Ga made by the 66Zn(d, n)67Ga 
reaction in a matrix of ZnO, and subsequently annealed was rigidly clamped 
to a ZnO absorber. Both were maintained,at 2 K, but with the absorber in a 

EC 

Fig. 16.4 Decay scheme of 67Zn. 
[Refs. on p. 532] 
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magnetic field varying from zero to 700 G produced by a small solenoid. 
The hyperfine splitting of the absorber caused a variation in the transmission 
of the 93-ke V y-rays as the magnetic field increased, and indicated a resonant 
absorption of about 0'3% maximum. Very similar results were obtained 
independently for zinc metal [16]. 

An attempt was made to produce conventional velocity-scan spectra by 
using a piezoelectric quartz oscillator rigidly fastened between source and 
absorber to provide the relative motion [17]. However, the results obtained 
for ZnO were not consistent. 

Recent experiments have been more successful [I8]. Once again the source 
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Fig. 16.5 Mossbauer spectrum at 4·2 K from a 6
7Ga/66ZnO source and a 67ZnO 

absorber. Only five of the seven predicted lines occur within the velocity range 
scanned. [Ref. 18, Fig. 1] 

was 67Ga in 66ZnO and the absorber enriched 67ZnO. The piezoelectric 
drive fastened rigidly between the two was made from ten quartz rings so as 
to increase the total piezoelectric displacement, and the whole unit was 
cooled to liquid helium temperature. As seen in Fig. 16.5 hyperfine structure 
was recorded from a quadrupole splitting in the ZnO matrices. The II = t 
state splits into three levels in both source and absorber, while the Ie = t 
state is unsplit. Therefore seven resonance lines are expected of which five 
were observed within the maximum velocity scan obtainable. The para
meters e2qQII = 2,47(3) MHz and 1] = 0,23(6) were derived. The line in
tensities and widths were considerably affected by the manner in which both 
source and absorber had been thermally treated. Application of pressure to the 
source matrix caused a small reduction in the quadrupole coupling constant. 
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16.3 Technetium (99Tc) 

There has been only one series of measurements to date on the 140-5-keV 
99Tc resonance, and these were published in 1968 [19]. The Mossbauer level 
is populated by a complex {3-decay from 99Mo, the principal details of which 
are illustrated in Fig. 16.6. The experiments were made using a metallic 

---....... .,..--- 14z.7keV 
--~-t-_- 140'5 keV 

Fig. 16.6 Decay scheme of 99Tc. 

molybdenum source and a metallic technetium absorber. Extrapolation of 
the linewidth to zero absorber thickness led to an estimate for the excited
state lifetime of tl = 0-192(10) ns. No information is available on hyperfine 
interactions other than that the electric field gradient in hexagonal technetium 
metal was estimated to contribute only 2% broadening to the observed line. 

16.4 Ruthenium (99Ru) 

The 90-keVresonance in 99Ru was first reported in 1963, by Kistner, Monaro, 
and Segnan [20]. The first excited level is populated by a complicated Ee 
decay of16-day 99Rh (see Fig. 16.7). The latteris prepared by a 99Ru(p, n )99 Rh 
cyclotron irradiation [20, 21], or by the alternative 99Ru(d,2n)99Rh re
action [22], both of which are expensive in relation to the usable lifetime of 
the source. Matrices of natural or enriched ruthenium metal can be irradi
ated and used directly, although a process for chemical separation of the 
99Rh activity followed by re-incorporation into ruthenium metal has been 
described [23]. 

Ruthenium metal has a hexagonal symmetry, but the source/absorber 
combination gives a linewidth of about 0-24 mm S-1, which is not substanti
ally greater than the natural width of 0·15 mm S-1 [21]_ 

[Refs. on p. 532} 



500 I OTHER TRANSITION-METAL ELEMENTS 

:~Rh 
-,,,,,----t6d 

/l EC,p+ 

---""T--r
1
--444 

----t-i--- 340 
__ ---,r-t-..... l' ___ 323 keV 

~+---'--1.--'-1- 90keV 

~+------%.- 0 ::Ru 
Fig. 16.7 Decay scheme of 99Ru (simplified). 
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Fig. 16.8 99Ru magnetic splitting in an absorber of 2·3 at. % 99Ru in metallic iron 
at 4'2 K. (a) unpolarised; (b) absorber magnetised parallel, (c) magnetised perpen
dicular to the gamma-ray axis. The line positions and intensities for the E2 and Ml 
components of the unpolarised spectrum are shown separately as a bar diagram. 
[Ref. 21, Fig. 2] 
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The Laves phase GdRu2, although ferromagnetic at 84 K, shows no signifi
cant magnetic broadening at 4·2 K, but the alloy RUo.aCUo.7 gives a broad 
resonance with a width of ""'()'96 mm S-1 [21]. Significant magnetic splitting 
is found in iron metal doped with 2·3 at. % 99Ru [21]. The unpolarised 
spectrum for such a foil at 4·2 K is shown in Fig. l6.8a, together with those 
for it magnetised parallel (8b) and perpendicular (8c) to the y-ray direction. 
The 18 lines observed confirm the assignment of I = t to the excited state. 
The intensity data showed that there is considerable E2/Ml admixture in 
this transition. The value of E2/Ml = 62 is 2'7(6), and the appropriate 
coefficients for E2 and Ml radiation are given in Appendix 2. The line 
positions and relative intensities are indicated for the unpolarised foil in 
Fig. 16.8a. The derived ratio fiel fiK = 0.456(10) taken in conjunction with 
the known value for fig = -0·63(15) n.m. gives fie = -0,29(7) n.m. The 
magnetic field at the 99Ru nucleus is 500(120) kG at 4·2 K. 

The use of polarised magnetic spectra from 99Ru in iron metal for studies 
on time-reversal invariance, although extremely interesting, is beyond our 
present scope [21, 24, 25]. 

The early work by Kistner showed partially resolved quadrupole splittings 
and large chemical isomer shifts in RU02 and Ru(Jt-CsHsh [21]. More 

Table 16.2 M6ssbauer parameters for 99Ru spectra at 4·2 K 

ll/(mm S-I) 
te2qQ. Compound Oxidation state (reI. to Ru Reference 

metal) 
/(mms- 1) 

RU04 VIII (4dO) +1'06(1) 22 
KRU04 VII (4d1 ) +0'82(2) 0'37(2) 22 
BaRu04.H20 VI (4d 2

) +0'38(1) 0'44(2) 22 
RU02 IV (4d4 ) -0'26(1) 0'50(1) 22 

-0'24(5) ? 21 
-0·22 26 

Kz[RuCI6] IV (4d4
) -0'31(1) 0'41(1) 22 

-0'26 0·23 26 
[Ru(NH3)40HCI]CI.2H20 III (4d 5

) -0'39(1) 22 
K3[RuCI6] III (4d 5 ) -0,35 0'41 26 
(BU4N)3[Ru(SCN)6] III (4dS

) -0,49(4) 0'53(5) 22 
[Ru(NH3)6]Ch III (4d 5) -0'49(1) 22 
[Ru(NH3}sCI]Ch III (4d 5) -0·53(1) 0'38(1) 22 
[Ru(bipY)3](CI04h III (4d 5 ) -0'54(1) 22 
RuBr3 III (4d 5 ) -0'75(2) 0'65(3) 22 
[Ru(bipy)zox].4H2O II (4d 6 ) -0'63(2) 0'30(2) 22 
[Ru(NH3MHS03)2] II (4d6 ) -0'66(1) 22 
K4[Ru(CN)6].3HzO II (4d 6 ) -0'22(1) 22 
K4[Ru(CN)6] II (4d 6

) -0'22(1) 22 
II (4d6 ) -0,25 26 

RU(CO)2CI2 II (4d6
) -0'23(3) 22 

Ru( 1T-CsHsh II (4d 6 ) -0'75(2) 0'43(2) 22 
-0'76(4) 0'46(4) 21 

MS-R [Refs. on p. 532] 
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extensive studies [22, 26] have established a strong similarity to 57Fe in that 
the chemical isomer shift is dependent on the oxidation state. Typical spectra 
are given in Fig. 16.9, and the detailed values are in Table 16.2. The scale of 

.. 
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Fig. 16.9 99Ru spectra in RU04, KRU04, BaRu04, and Ru metal. Note the 
dependence of the chemical isomer shift on oxidation state and the quadrupole 
splitting from RU04- and RU04 2

-. [Ref. 22, Fig. 1] 
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chemical isomer shifts is illustrated in Fig. 16.10. The shift increases as the 
oxidation state increases, a reversal to the established trend for 57Fe which 
implies by analogy that lJRj R is probably positive in ruthenium. 

The quadrupole moment of the excited state is at least a factor of 3 greater 
than that for the ground state. This results in an apparent doublet spectrum 
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Fig. 16.10 Schematic presentation of the chemical isomer shifts in 99Ru. [Ref. 22, 
Fig. 4] 

(Fig. 16.9) produced by the quadrupole splitting of the 1= t excited state, 
each component of the doublet being in fact an unresolved triplet. 

As with iron, the ruthenium oxidation states are largely determined by the 
d-electron configuration. By analogy with K4[Fe(CN)6] the higher shift 
found in ~[RU(CN)6] and its trihydrate than in other Ru(II) compounds 
results from the back-donation to the ligands. The absence of splitting in 
RU04 (spherical dO) contrasts with that found in RU04 -(d l ) and RU042-(d2) 
which have a distorted tetrahedral environment and partially filled electronic 
levels. Splittings in [RuCI6]Z-(d4) and [Ru(SCN)6P-(d5) would be predicted 
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by analogy with similar non-spherical t 2g configurations in iron, as would 
the lack of splitting in the [Ru(CN)6]4-(d6) ion. 

Detailed correlations on the scale of 57Fe will not be possible until more 
data are available, but clearly similar trends will be found. Unavoidable 
difficulties are the very weak resonance effects even at helium temperature 
and the short lifetime of the cyclotron-irradiated source. 

16.5 Silver (l07Ag) 

A claim has been made to have detected resonance absorption in 107 Ag [27]. 
The 93·1-ke V first excited level has a half-life of 44·3 s, giving a natural 
linewidth of 6·64 x 10-11 mm S-l. This can be populated by EC-fJ+-decay 
in I07Cd, and it was shown that a short-lived activity could be transferred 
to a silver block held in the vicinity of a similar block activated by the 
107 Ag(p, n)107Cd reaction. A control experiment substituting a copper block 
did not show this activity, but more convincing tests such as to show that the 
resonant absorption is temperature dependent were not made. 

16.6 Hafnium (l76Hf, 177Hf, 178Hf, 180Hf) 

The known resonances of hafnium are as follows: 

176Hf: 88·36-keV 
177Hf: 112·97-keV 
178Hf: 93·2-keV 
18°Hf: 93·33-keV 

Unfortunately all have parents with short lifetimes and also suffer the 
consequences of having a high y-ray energy of the order of 100 ke V. Decay 
schemes are shown in Fig. 16.11. Historically the first to be reported was the 
177Hf resonance in 1963 [28]. It is the only one of the four not involving a 
2+ ~ 0+ decay, and the ! and t spin-states promise complicated hyperfine 
spectra. However, no data for these are available. The initial experiments 
were made using sources of 6·7-d 177Lu prepared in LU203 or Lu metal 
matrices by neutron irradiation. Resonances were obtained for Hf metal and 
Hf02 absorbers of various thicknesses, leading to an estimate for the excited
state lifetime of 0·43(4) ns, in good agreement with other values from several 
delayed coincidence measurements which average about o· 5 ns. 

The 176Hf and 18°Hf resonances were described in 1966 [29], followed by 
178Hf in 1968 [30]. The parent for 176Hf is 3·7 h 176Lu made by neutron 
irradiation of 17SLu. The source matrix 176Lu203 is unsatisfactory because 
it contains two distinct sites [29], both of which show a quadrupole splitting. 
Better results have since been obtained using 176LuRh2 [31]. Good sources 
for 178Hf can be made by a (p,4n) reaction on a tantalum foil to give 
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178W [31], or by incorporating 178W into molybdenum metal [30]. A 
181Ta(d, 5n)178W preparation has also been used [33]. The 18°Hf resonance 
has been studied using a quadrupole split source of 180mHf02 [29, 31]. 

The available data contain several conflicts: for example in one case an 
axially symmetric electric field gradient has been assumed in Hf02 [30], 
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Fig. 16.11 Decay schemes of 176Hf, 177Hf, 178Hf, and 180Hf. 

whereas other workers have found this not to be the case [31]. In Table 16.3 
are collected numerical values which are probably the best available. A 
typical spectrum of 178Hf02 is shown in Fig. 16.12. Some ofthese figures were 
used to derive the following ratios of the 2+ state quadrupole moments [31]: 
Q176/Q178 = 1.040(8), Q178/Q180 = 1.014(13), Q176/Q180 = 1.053(15). 

A large value of 1J and a Karyagin effect (anisotropy off) have been found 
in (NH4)2HfF6 [30]. The alloys HfC02, Zro.sHfo.sFe2, and C02HfAl give 
small unresolved magnetic splittings. 
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The chemical isomer shifts between Hf02 and Hf metal are less than 0·3 
mm S-1 for 176,178,180Hf and have not been measured accurately, but 
approximate values for ~R/ R of 0'28, 0'12, and 0'14 (x 10-4) respectively 

Table 16.3 Quadrupole splitting data for hafnium at 4·2 K 

176Hf 17SHf 1soHf 
Compound e2qQ '1 eZqQ '1 eZqQ '1 Reference 

/(mm S-l) /(mms-1) /(mm S-l) 

HfBz -7.96(8) 0'37(16) -7·18(3) 0'42(5) -7,01(12) (0'42) 31 
HfOz -8·65(11) 0·44(14) -8'00(3) 0'48(4) -8'00(16) (0'48) 31 
Hf -6'40(24) 0 -5'94(4) 0 -5'77(20) 0 31 
Hf(N03)4 8·18(31) 0'57(15) 31 
HfOClz.8HzO 5-96(20) 0'86(12) 31 
HfCl4 6,26(57) 0'71(36) 31 
(N14)zHfF6 +8'50(15) 0'90(5) 21 

.~ 

.~ 1l-1 
c: 
e .... 

6·0 

o 
Velocity/(mm 5-1) 

Fig. 16.12 Spectrum at 4·2 K of 17sHfOz taken using a 17SW ITa source. The solid 
line corresponds to e2qQ = -8'00 mm s- 1, 'f} = O'47S, and a linewidth of 2·78 
mm S-1. [Ref. 31, Fig. 2] 

have been estimated [31]. Single-crystal studies of hafnium metal agree with 
the powder data [32]. 

A 1 at. % alloy of 178W in iron (source) with a HfN single-line absorber 
shows a partially resolved five-line magnetic spectrum [33]. The known 
excited-state magnetic moment for 178Hf of Pc = 0·71 n.m. leads to values 
for the internal magnetic field of 606 kG at 4·2 K and 547 kG at 78 K. By 
contrast, a 1 at. % alloy of 180mHfin iron for which Pc = 0·74 n.m. gives a 
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field of only 334 kG at 4·2 K. The reason for this anomaly is not yet clear, 
but it seems likely that the 18°Hf is clustering or forming HfFez so that the 
chemical environment is not identical in the two sources. 

Coulombic excitation of 178Hf and 180Hf by 6-MeV IX-particles in targets 
of HfC and HfN at 78 K has shown considerable line broadening which is 
not a feature of these materials used as absorbers [34]. It may be presumed 
that the effect is a result of radiation damage associated with the recoil of the 
excited nuclei. The latter come to rest at lattice sites with one or more lattice 
vacancies nearby which generate an electric field gradient at the nucleus. 

16.7 Tantalum (l8ITa) 

Resonances at 6·25-keV and 136·25-keV are known in 181Ta. The 6·25-keV 
resonance of 18lTa suffers from the same disadvantage as 67Zn, namely a 
very narrow naturallinewidth which in this instance is 6·5 x 10-3 mm S-I. 

The first experiments in 1964 used a piezoelectric drive to produce the 
small velocities required [35]; the absorbers were TaC and KTa03 and 
the sources were 181W in tungsten metal or Ba2CaW06 (Ii = 140 d, see Fig. 
16.13). All these matrices have cubic symmetry. A small effect was found only 

"'---r---- 615 

--L-or--- 482 

159 

!--"---t-..,.---z/ 

l+--x-~-J 
l;~Ta 

Fig. 16.13 Decay scheme of l81Ta. 

140d 

EC 

for the combination of an annealed tungsten source and TaC absorber, the 
width of the line being 18 times greater than expected. 
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Independent measurements using 181W in tantalum or tungsten as source, 
and tantalum metal as absorber also showed gross broadening [36]. Attempts 
to use the 181Hfparent in an HfC matrix gave no effect. The large quadrupole 
moment of 181Ta (+3·9 barn in the ground state) causes any electric field 
gradient to be seen in the spectrum as a splitting much greater than the 
natural width. Any chemical isomer shift is also large. In consequence, the 
presence of interstitial impurities, such as oxygen, nitrogen, or carbon in 

100·0 
.- . 

98'0 

0'0 +1·0 +2'0 
Velocity/(mm sol) 

Fig. 16.14 Mossbauer spectrum of 181W in tungsten metal with a tantalum metal 
absorber: (a) zero field. Note the dispersion contribution shown as a dotted line. 
(b) with the source in a 1·44S-kG longitudinal field. [Ref. 37, Fig. 1] 

tantalum metal, can generate sufficiently large electric field gradients at 
neighbouring sites to cause gross broadening. 

The best results for this resonance have been obtained using a 181 W activity 
in tungsten and a tantalum absorber [37]. Special annealing treatment of 
both metal foils reduced the linewidth to 0·091 mm S-l. A typical spectrum 
is shown in Fig. 16.14a. A characteristic feature of the resonance (to be 
discussed more fully below) is the superposition of a dispersion component 
as shown by the dotted line. The chemical isomer shift between tungsten 
sources and tantalum absorbers varied between 0·83 and 0·94 mm S-l, imply-
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ing a large value of ~RI R. 181 W ITa sources and tantalum absorbers gave 
shifts ranging from 0·04 to 0·15 mm s- 1, and there appears to be a strong 
correlation between the shift and the impurity content of the metals. 

A 181 W /W source in a longitudinal field of 1·445 kG gives the magnetic 
spectrum shown in Fig. 16.14b. The t ~ t El decay gives 8 pairs of hyperfine 
lines in the ratios 36: 28: 21 : 15: 10: 6: 3: 1. The asymmetry of the spec
trum confirms the suspected quadrupole effect in the source, and computer 
analysis gave the excited-state magnetic moment as fle = +5·20(15) n.m. 
(using fl. = +2,35(1) n.m.) and the excited-state quadrupole moment as 
Qe = +2,9(1,2) bam (using Q. = 3·9(4) barn). fle was also estimated from 
a zero relative velocity experiment in which the transmission was measured 
as a function of applied magnetic field, giving a finally adopted value for flo 
of +5'14(15) n.m. 

The dispersion term has since been shown to arise from interference be
tween nuclear absorption followed by internal conversion and photoelectric 
absorption [38, 39]. Such an interference is significant because the nuclear 
transition has El multipolarity rather than Ml or E2. The only other known 
examples are the El decays in 161 Dy and 153Eu. The dispersion term does not 
appear in the emission spectrum of the source, but is a property of the 
absorption. 

The 136·25-keV transition has only been briefly investigated using a 
181W Itungsten source and a tantalum absorber at 4·2 K [19]. The linewidth 
of the unsplit resonance extrapolated to zero absorber thickness gave an 
estimate for the excited-state lifetime of 0·035(2) ns. 

16.8 Tungsten (182W, 183W, 184W, 186W) 

There are five known resonances for tungsten: 

182W: tOO·tO-keV 
183W: 46-48-keV and 99'08-keV 
184W: 111'2-keV 
186W: 122'6-keV 

and the decay schemes for these are shown in Fig. 16.15. The lOO-keV 
resonance in 182W was observed in 1959 in the first confirmation of Moss
bauer's original work on an element other than iridium [40]. Independent 
work was reported in 1960 involving an 'on-off' experiment with a tantalum 
source and a tungsten absorber at 78 K and room temperature [41]. A con
version-electron detection system was used in 1961 to enhance the very weak 
effect from the lOO-keV transition [42]. The cubic lattices of the tantalum 
source and tungsten absorber resulted in a single line from which the excited
state lifetime was estimated to be t! = 1,34(13) ns, in good agreement with 
1· 37(1) ns from electronic measurements. y-y coincidence counting methods 
have also been used [43]. 
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Neutron irradiation of l8lTa can be used to generate two Mossbauer 
parents by the l8lTa(n, y)l82Ta(n,y)183Ta reactions, thereby populating 
the lOO-keV level of 182W and the 46·5- and 99-keV levels of 183W. All three 
resonances were found in tungsten metal in 1962 [44]. The unknown tl 
values for the 183W resonances were estimated from the linewidths as 
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Fig. 16.15 Decay schemes for 182W, 183W, 184W, and 186W. 

0·15 ns and 0·57 ns respectively. Hyperfine effects were first recorded in 1965 
with the observation of a 182W quadrupole splitting in W03 [45]. 

In an extended series of experiments the 182W, 183W (99 keV), 184W, 
and 186W resonances have been obtained at 4·2 K for W03, WS2, and a 
tungsten-iron alloy [46-48]. The short lifetime of 183Ta (5 days) and the 
longer lifetime of 182Ta (115 days) allow the respective 99-keVand lOO-keV 
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tungsten resonances to be studied using the same 181Ta(n, y) source prepara
tion. The 183W resonance can be measured immediately after irradiation, 
while the 182W resonance is studied when the 183Ta activity has effectively 
died. Enrichment of absorbers is advisable for 183W, the excited-state life
times of which were determined to be 11 (46'5 keY) = 0'184(5) ns, 11 (99 
keV) ;z, 0·7 ns [46]. 

The parents for the 184W and 186W resonances are made by the 
18SRe(p,pn)184Re [47] and 18SRe(n, y)186Re [48] reactions. The rhenium 
source matrix has a hexagonal lattice, and consequently a small quadrupole 
interaction. The values of e2qQ. (cIE.) in these sources are 3'0(5) mm S-1 
(184W) and 2'6(5) mm S-1 (18 6W), and this has to be taken into account in 
analysis of the spectra. 
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10 

Fig. 16.16 MOssbauer spectra of 182W in a 1·8% W-in-iron alloy. The unpolarised 
absorber shows five lines of equal intensity from the 0 + to 2 + transition as shown 
in the bottom spectrum. Polarisation in an external field gives the simpler spectra 
shown above and facilitates interpretation. [Ref. 46, Fig. 2] 
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A 1·8 at. % W /iron metal absorber polarised in applied magnetic fields 
shows a partially resolved magnetic hyperfine spectrum (Fig. 16.16). N.m.r. 
data have given a value for the internal field of 630(13) kG, and this was used 
to determine the excited-state magnetic moment as 182Pe = 0·532(18) n.m. 
[48]. Smaller magnetic fields were found in cobalt- and nickel-containing 
tungsten. More recent experiments have used applied fields of up to 120 kG 
on 182W in iron metal at 4·2 K [49]. Samples with 0·5, 1·5,3·3, and 5·0 at. % 
tungsten gave essentially similar spectra, and analysis of the data gave a 
field of -708 kG and 182Pe = 0·44(4) n.m. 

The 183W (99 keY), 184W, and 186W resonances give lower resolution, 
but equivalent spectra were analysed with the help of the 182W data 
(182Pe = 0·532) to give 183p (99) = 0·930(42) n.m., 184Pe = 0·590(20) n.m., 
and 186Pe = 0·624(22) n.m. [48]. In view of the later value for 182Pe, the 
figures should probably be revised. 

Partially resolved quadrupole splittings were found in W03 and WS2 (Fig. 
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Fig. 16.17 Quadrupole splittings in 18ZWSZ and 18ZW0 3 • The increased number 
of lines in W0 3 is due to the presence of a finite asymmetry parameter, 'fJ = 0·63. 
[Ref. 46, Fig. 5] 

[Refs. on p. 532] 



TUNGSTEN I 513 

16.17) with the coupling constants given in Table 16.4. From these can be 
derived the ratios of the quadrupole moments which are [48] 

182Q: 183Q (99): 184Q: 186Q = 1: 0·94(4): 0·94(2): 0·88(2). 

Table 16.4 Quadrupole coupling constants for tungsten at 4.2 K 

e2qQ(cEy -1 )/(mm S-l) 
Reference 

WS2 W03 wSez 

182W (100) 10·00(7) -8·35(8) 9·19(10) 48,55 
183W (99) 9·55(38) -7-92(37) 46 
184W(111) 8-46(10) -7-37(14) 48 
186W (122) 7-21(11) -5·93(27) 6·74(23) 48,55 

'Tj = 0·63(2) 

The magnetic moments of 182W and 186W have also been measured by 
using a scattering technique in which the Mossbauer angular scattering dis
tribution as shown by the y-ray energy spectrum of the scattered radiation is 
measured as a function of a magnetic field which can be reversed in direction 
[50]. The values obtained were 182Pe = 0·466(54) n.m. and 186Pe = 0·68(6) 
n.m. 

Chemical isomer shifts for the tungsten isotopes are generally within experi
mental error of the observed line position. The only unambiguous example is 
for 182W where a shift of -0·25(5) mm S-1 was found between a tungsten 
absorber and a WCl6 absorber [51]. An approximate estimate of (jR/R 
= 0·65 x 10-4 was derived. Equivalent shift values for 184W and 186W 
were 0·17(46) and -0·10(22) mm s-t, well within experimental error. 

Little is known about hyperfine interactions of the 183W 46·48-keV 
resonance because of the large linewidth associated with this transition. 
Early single-crystal data for W03 suggested the presence of a quadrupole 
splitting, giving 183Q(44·5)/182Qe = 0·88(14) [52]. This resonance has also 
been used to show that the recoil-free fraction and hence the Debye tempera
ture of microcrystalline tungsten metal are less than in large crystals [53]. 

Coulomb excitation of the 44·5-keV 183W level has been achieved using a 
3·3-MeV proton beam and a tungsten target foil at 77 K [54]. The lifetime 
obtained was It = 0·194(10) ns. The target recoilless fraction was lower than 
expected, either because of radiation damage or localised heating effects. The 
182W, 184W, and 186W levels have been simultaneously Coulomb-excited by 
8-MeV He2+ ions on a tungsten target [55]. The values for e2qQ(c/E,,) 
obtained from single crystals of WS2 agree within experimental error with 
those from more conventional experiments. 182Ta and 186Re sources were 
also used, and parameters for WSe2 are included in Table 16.4. The quadru
pole moment ratios were derived as 

182W: 184W: 186W = 1: 0·930(16): 0·908(24) 

in excellent agreement with the previous values. 
[Refs. on p. 532] 
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16.9 Rhenium (187Re) 

The 134·24-keV resonance of 187Re was reported in 1960 [56]. In addition to 
the inherent disadvantages of a high y-ray energy, the excited-state lifetime 
is also shorter than usual, although this parameter was unknown until deter
mined from the Mossbauer resonance. A tungsten source (see simplified 
decay scheme in Fig. 16.18) and rhenium absorber were used at 20 K, and 

'~!w 24h 

'-.,.-,.----- 686 

~=+h==== 626 , 619 

--t-+-+---- 512 

--f-1-f-..---- 206 

--t--f-Lw-- 134·24keV 

Fig. 16.18 Decay scheme of 18
7Re. 

the experimental linewidth after thickness correction gave t! = 0'0104(14) 
ns. This compares well with the later value from other methods of 
tl = 0'0101(13) ns. (rr = 202 mm S-l) [57]. No other data are available. 

16.10 Osmium (1 860 s, 1880S, 1890S) 

Of the five known resonances in osmium: 

1860S: 137·16-keV 
1880S: 155·O-keV 
1890S: 36'22-keV, 69'59-keV, and 95'3-keV 

(see Fig. 16.19), two, 1860S and 1880S, have very high energies and are 
populated by short-lived parent isotopes. The only data for these have there
fore come from scattering experiments [50, 58, 59]. The 186Re and 188Re 
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Fig. 16.19 Decay schemes of 1860S, 1880S, and 1890S. 

parents can be activated simultaneously by neutron irradiation of natural 
rhenium. An osmium metal scatterer was used, and a typical spectrum for 
1860S is shown in Fig. 16.20 [58]. The 1860S recoil-free fraction is only 
0·043 at 26 K, and that of 1880S is even lower at 0·021. Both values decrease 
rapidly with rising temperature. Line broadening above the natural width 
may be attributed to an unresolved quadrupole interaction. The type of 
specialised scattering experiment used to determine the excited-state magnetic 
moments of 182W and 186W also gave the values ,u.(1 860 S) = 0·64(3) n.m. 
and ,u.(1880S) = 0,620(54) n.m. [50]. Similarly, angular correlation of the 
scattered radiation was used to study the quadrupole splitting in osmium 
metal [59]. 

The 36'22-keV 1890S resonance was described in 1969 [60]. A source of 
189Ir chemically separated from rhenium and incorporated into cubic 
iridium metal was used. The parent isotope of 189Ir is made by the 
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187(1X, 2n)189Ir reaction. Osmium metal gave a single-line resonance at 4·2 K 
(see Fig. 16.20). An alloy of composition 189Iro'OlFeo.99 as a source showed 
unresolved magnetic broadening. As shown in Fig. 16.21 the tmt = 0 transi
tions of the t -,)- t hyperfine pattern were eliminated by polarisation in a 
29'7-kG field. The known value of #8 = 0'6565(3) n.m. and the n.m.r. value 
of 1130 kG for the field at osmium in iron were then used to derive 
#e (36·2 keY) = +0'226(29) n.m. The observed linewidths after thickness 
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I Sca tterer 30 K 

§ Source 82·5 K 
Scatterer 79 K 
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Fig. 16.20 The Mossbauer spectrum of the 137-keV 1860S resonance obtained 
using an osmium metal scatterer. [Ref. 58, Fig. 4] 

correction led to an estimate for the excited-state lifetime of t! = 0'72(4) ns 
(rr = 10·5 mm S-l). 

The 69'6-keV third excited-state resonance of 1890S was first reported in 
1967 [61]. The y-ray cannot be resolved from the 71'3-keV Kp X-ray which is 
more intense by a factor of approximately 10. The first measurements using 
a rhenium source matrix and a natural osmium absorber (1 890 s = 16·1 %) 
at 78 K gave a surprisingly large effect, although hyperfine structure was not 
resolved. 

In subsequent work the 189Ir was separated from the rhenium and in
corporated into cubic iridium metal [62]. The single lines observed for 
K20sCl6 and K 20s(CN)6 at 4·2 K were used to derive an estimate for t! of 

[Refs. on p. 532] 
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Fig. 16.21 The MOssbauer spectrum of the 36·2-keV 1890S transition in (a) osmium 
metal using an iridium metal source, (b) and (c) osmium metal using a 189lr/iron 
metal source in zero and non-zero applied magnetic fields. The bars indicate the 
component lines and their intensities. [Ref. 60, Fig. 1] 
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1·83(20) ns (rr = 2·15(25) mm S-l). Later experiments showed It to be 
1·63(4) ns [63]. The magnetic hyperfine spectrum of a 1 at. % alloy of 1890S 
in iron metal is partially resolved, and polarisation studies in an external 
magnetic field have allowed analysis of the t -+ t level splitting. There is 
substantial E2/Ml mixing in this transition (cf. 99Ru). The ratio of the 
g-values ge/g" = 0·905(9) gives the excited-state magnetic moment as 
/-le (69·6 keY) = 0·988(10) n.m. The internal magnetic field is 1100(20) kG 
at 4·2 K, and the E2/Ml mixing parameter is S = +0·71(8) [S2 = 0·50(11)]. 

Independent data for the 69·6-keV transition using a 3 at. % Os-iron 
metal absorber at 4·2 K gave /-le (69·6 keY) = 0·965(20) n.m., H = 1084(52) 
kG, and S2 = 0·57(21) [63]. An attempt to observe quadrupole splitting in 
Os82 was inconclusive. 

The 95·3-keV resonance has been observed at 4·2 K using a rhenium metal 
source matrix and an enriched osmium-189 absorber. The resonance was 
extremely weak but gave a lower limit to the excited-state half-life of 
Ii = 0·132(15) ns crr = 22 mm S-l). 

16.11 Iridium (191Ir, 193Ir) 

There are four known resonances for iridium: 

191Ir: 82·3-keV and 129·4-keV 
193Ir: 73·O-keVand 138·9-keV 
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Fig. 16.22 Decay scheme for 19 1Ir and 193Ir. 
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It will hardly be necessary to recall that it was with the 129·4-keV y-transi
tion in 1911r that R. L. Mossbauer first demonstrated nuclear resonance 
absorption [64]. The source used was 16-day 1910S (see Fig. 16.22 for decay 
scheme) and the absorber was iridium metal. The transmission of the y-rays 
decreased unexpectedly as the temperature was lowered from 370 K to 90 K. 
Subsequently he initiated the use of velocity scanning [65, 66], and derived 
the excited-state half-life as It = 0·099 ns. 

These results were verified by several groups independently [40, 41, 67]. 
There is some divergence of opinion as to the half-life of the excited state. 
At least seven values are available [68] ranging from 0·080 to 0·132 ns, the 
most recent Mossbauer values, which give a lower limit to fl' being 0'100(7) 
ns [68J and 0·090(2) ns [19]. It is this latter value which we have adopted. 

The angular dependence of the scattering of 129-keV y-rays has been used 
to determine the E2/Ml mixing ratio as 

E2/Ml = 82 = 0·13 (8 = -0'36~g:g1) [69]. 

Little is known about hyperfine effects in this resonance, but chemical isomer 
shifts have been given for Ir02, IrCI3, and Ir metal [70], and these are given 
in Table 16.5 together with values for the other transitions. Discussion of 
their significance is deferred for the moment. 

The 191Ir isotope shows a second Mossbauer transition at 82·3 keY. 
This level is not populated to any significant extent by the decay of 1910S 
but the complicated EC-decay of 191Pt does show a significant proportion 
of these y-rays. A Mossbauer resonance was reported in 1967 for a source of 
191Pt in iridium metal made by the 1911r(p, n)191Pt reaction and an iridium 
absorber, both at 80 K [71]. Another method of preparing the activity is by 
191Ir(d, 2n)191Pt [72]. 

The half-life of the 82'3-keV excited state as determined by two delayed 
coincidence methods and from the Mossbauer linewidth is f t = 3·8(3) ns 
[68J. A 191Pt/iridium source and an iridium absorber were used for the 
latter measurements because both have cubic lattices. 

Magnetic hyperfine splitting has been observed in a source of 191Pt in iron 
metal [68, 72]. All eight lines of the t -+ -! transition are allowed because of an 
appreciable E2/Ml mixing, and the magnetic moment of the ground state is 
known to be +0,1453(6) n.m. In one analysis the field at the 191Ir was 
assumed to be 1500 kG, the value found for 1931r in a 1930s/Fe source [72]. 
The spectrum (Fig. 16.23) obtained then gave ftc (82 keY) = +0'541(5) 
n.m. and the E2/Ml ratio, 82 = 0'64(10). Independent data gave ftc (82 
keY) = +0·515(25) n.m. and H = 1557(52) kG [68J. Data for iridium metal, 
Ir02 > and IrCl3 showed large chemical isomer shifts, and a well-resolved 
quadrupole splining in TrOz. Comparison with the quadrupole splitting from 
the 73-keV 1931r transition gave the Quadrupole moment ratio of the 1= t 
ground states as 191Qa/193 Qa = 1'03(3). 

[Refs. on p. 532] 
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The 73·D-keV transition in 193Ir was first mentioned briefly in an 'on-off' 
type of experiment in 1960 [41], but more detailed data were not published 
until 1967 [73]. Since then it has been shown to be the best transition of the 
four for studying hyperfine interactions particularly because of its low natura] 

Table 16.5 Chemical isomer shifts, (3, in iridium at 4·2 K 

8(191Ir)/( rom S-l) 8(193Ir)/(mm S-l) 

82keV 129keV 73keV 139 keY Reference 
(1 91Pt/Pt) (1 91Os/Os) (1 93OS/OS) (1 93Os/Os) 

Iridium( VI) 
IrF6 +0'89(2) 74 

Iridium(IV) 
H2IrCI6 -1'471(10) 70 
(NH4)2IrCI6 -1'478(10) 70 

-1-45(5) 73 
Na2IrCI6 -1'634(20) 70 
K2IrCI6 -1'45(5) 73 
IrCI4 -1'4(3) 73 
Ir02 -0'269(73) -1'466(10) 70 

-1'2(1) 73 

Iridium(III) 
K31rCI6 -2'697(33) 70 

-2-85(10) 73 
IrCIa -1'458(40) -0'318(44) -2-490(17) +0'142(113) 70 
IrCIa.4H2O -2-284(30) 70 
IrBra.H20 -2'597(50) 70 
IrBr2OH.HzO -2-666(50) 70 
IrIa -2'20(5) 73 

Metals and Alloys 
Ir-metal +0'654(24) -0'041(25) -0'542(6) +0'019(64) 70 
10% Ir-Fe +0'098(36) +0'413(9) -0'004(82) 70 
rare-earth Ir 2 +0'3(1) 73 

linewidth, 0·625 mm S-1. The parent isotope is 31-hour 1930S prepared by a 
1920s(n, 1')1930 S reaction. 

An absorber of 1 at. % Ir in iron metal gives eight lines appropriate to 
t ~ 1- transition with E2/Ml mixing, thereby confirming the excited-state 
spin to be 1= t [73]. Analysis of the spectrum gave S2 = 0'37(6), fte (73 
keV) = +0·48 n.m., and Heff = 1430(80) kG. A similar spectrum obtained 
independently is shown in Fig. 16.22 [72], and in conjunction with a polarised 
spectrum gave S2 = 0'312, S = -0'558(5), and fte (73 keY) = +0·470(1) 
n.m. 

The measured ratio of the nuclear magnetic moments, ft.1 Ilg, is normally 
considered to be a constant for a given Mossbauer transition. However, 
this need not be the case. The hyperfine interaction is produced by an inter-
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action of the nuclear magnetic moment (which has a radial distribution pro
duced by the orbital and spin motions of the unpaired nucleons) and a 
magnetic field. The latter can be an applied field which is uniform over the 
nuclear radius, or a contact hyperfine field produced by electron density 
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Fig. 16.23 Mossbauer spectra of (a) 73-keV transition of 193Ir using an osmium 
source and a 2-7 at. % Ir/Fe alloy, (b) 82-keV transition of 191Ir using an iridium 
absorber and a 191Pt/Fe Source. Eight lines are seen from the t -+ t transition 
because of substantial E2/M1 mixing. [Ref. 72, Fig. 1] 

which can also vary radially. The interactions in these two cases may differ 
slightly, and the apparent variation in the ratio fle/flK so produced is referred 
to as a 'hyperfine anomaly'. Such an effect has been found in the 73-keV 
transition of 193Ir which has favourable nuclear characteristics for this type 
of investigatIOn [74]. A 73-kG field applied externally to 193Ir metal produces 
a ratio of fle/flK = +3·17(1) [74]. The equivalent value from a hyperfine field 
at 193Ir in iron metal is fle/flK = +2-958(6) [72]. Similarly, the value for the 
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ratio in IrF6 at 4·2 K, at which temperature the compound is antiferro
magnetic, is +3·015(13) [74]. In the latter case the anomaly results mainly 
from the effects of the orbital contribution to the field. The total magnetic 
field of -1850 kG in IrF6 comes mainly from the Fermi term (Hs = -1650 
kG) and the orbital term (HL = -200 kG). IrF6 also shows a small quadru
pole interaction He2qQ = -0·42(3) mm S-1) and a large positive chemical 
isomer shift as shown in Table 16.5. 

Time-reversal experiments have been carried out using a magnetic source 
of 1930S in iron metal and magnetic absorbers of iridium in iron [75, 76]. A 
value for 8 = +0·556(10) was obtained during these measurements. 

The rare-earth alloys of the type MIr2 show magnetic ordering at low 
temperatures [73]. At 78 K, above their Curie temperatures, they all show a 
simple quadrupole splitting of 212 MHz (te2qQ = 3·60 mm S-1), which is 
almost independent of the rare earth within experimental error (about ±4 
MHz). Below the Curie temperatures the small internal field at the iridium 
is not large enough to produce a significant magnetic splitting in the I = t 
ground state, which is however quadrupole split, and with the larger magnetic 
splitting of the excited state results in a four-line spectrum. The values of the 

Table 16.6 Magnetic fields in rare-earth/iridium alloys 

Alloy Curie temp. 
T/K Herr/kG Reference Tc/K 

PrIrz 16 4·2 46(9) 73 
NdIrz 11·8 4·2 48(9) 73 
SmIr2 37 4·2 89(13) 73 

4·2 +93(6) 77 
GdJr2 88 4·2 192(14) 73 

4·2 238(13) 77 
20 229(10) 77 

TbIr2 45 4·2 167(10) 73 
4·2 164(8) 77 

20 153(7) 77 
DyJr2 23 4·2 93(10) 73 

4·2 -126(6) 77 
20 -73(5) 77 

Holr2 12 4·2 40(8) 73 
4·2 64(5) 77 

ErI2 >4 1·5 34(5) 77 

fields deduced are given in Table 16.6 together with values obtained in
dependently for essentially the :same series [77]. The temperature dependence 
of the field was measured in DyIrz [77] and GdIrz [73], and the signs of the 
fields in DyIrz and SmIrz obtained by applying a 57-kG external field. 

The extrapolated saturation field at the iridium is a linear function of the 
projection of the spin of the rare-earth ion, (gJ - l)J, as shown in Fig. 
16.24 [73, 77]. This shows that the induced field at the iridium arises by spin 
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polarisation from the magnetic 4.f-shell of the rare earth via the conduction 
electrons. However, the fact that the field is not zero when (gJ - 1)J is zero 
shows that the interrelationship is not as simple as might at first be thought 
[73]. 

The range of chemical isomer shifts for 73-keV 1931r are greater than the 

O+---,----r~-r--~---,----r---~ 

-100 

-200 H/kG 

Fig. 16.24 The saturation field at the 1931r nucleus in rare-earth-Ir2 alloys as a 
function of the projection of the spin of the rare earth, (gJ - I)J. [Ref. 77, Fig. 6] 

naturallinewidth, and available values are given in Table 16.5. The Ir(III) 
results fall in the range -2,2 to -2,9 mm S-1 relative to 1930S/0S metal, 
while Ir(lV) is in the range -1,2 to -1·6 mm S-1. The only value for Ir(VI) 
is +0'9 mm S-1. The respective formal electronic configurations are 5d6

, 

5ds, and 5d3 respectively. Under the assumption that the shift is determined 
primarily by changes in d-shielding, one can infer that fJR/ R is positive in sign. 

Clear quadrupole splitting is found in IrOz (!e2qQ = 2·7 mm S-1) con
sistent with its t2g

S configuration, but the IrC16z- salts have cubic symmetry. 
Small splittings were inferred in IrI3 (!e 2qQ = 0·7 mm S-1) and K31rCI6 

(0'6 mm S-1) from line broadening only [73]. 
The 73-keV 1931r spectra of sources of 1930S in OS04, K20s04.2H20, 

and Os(CsHsh have indicated that the Ir p-decay daughter nucleus is iso
electronic with the osmium parent [78]. However, in the Os(IV) hexahalides 
indications were found of Ir(IV), Ir(III), and Ir(II) states. 

The 138'9-keV resonance in 1931r was first reported in 1967 when chemical 
isomer shifts were given for Ir metal, IrCh, and a 10 wt % Ir-Fe alloy [70J. 
The values recorded were almost identical within experimental error. The 
excited-state half-life has been measured using an osmium source and an 
iridium absorber to be t! = 0,080(2) ns (rr = 24·6 mm S-1). 

As might be anticipated there is a linear relationship between the chemical 
isomer shifts of any two isotopes for a series of compounds [70]. The values 
in Table 16.5 have been used to deduce the <R/) - <R/) (= (0) ratios 
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1~~wj1nw = +1'22(2), g~wI1:~W = +0,21(2), g~wI1~~W = -0'10(9). (In 
these ratios the superscript numerals refer to the mass number of the iridium 
isotope and the subscript numerals to the transition energy.) An estimate of 
1~~W of +6 x 10-3 fm2 from isotope shift data was then used to derive via 
equation 3.11 some values for ~<R2>I<R2>. 

16.12 Platinum (195Pt) 

Two Mossbauer resonances are known for platinum at 99'S keVand 129·4 
keY. The 99-keV resonance in 195Pt (Fig. 16.25) was first observed in platinum 

4.1d 1957~Pt 
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Fig. 16.25 Decay scheme of 19SPt. 
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EC 

metal in 1965 [79]. The source used in early measurements was IS3-day 
195Au diffused into platinum metal. This has the disadvantage of being a 
resonant matrix. More recently, 19sAu in copper or iridium has been found 
to give narrow lines [SO, SI]. The iridium matrix can be activated directly by 
ex-bombardment. The alternative parent of 19SmPt prepared by neutron 
capture in 194Pt has also been tried but is less successful [SO]. 

Careful thickness studies with platinum-foil absorbers and a 19S Aul 
platinum source in the temperature range 20 K-77 K gave accurate values 
for the recoilless fraction [79]. At 20 K the values were J. = 0·OS9(2) and 
fa = 0'129(S), and at 77 KJ. = 0·021(3) and fa = 0,043(11). Extrapolation 
to zero thickness gave Ii = 0·17 ns, a later independent value being 0·152(14) 
ns [SO]. 

Magnetic hyperfine interactions are seen in appropriate alloys. Early 
studies on Pto.1FeO.9, Pto.3FeO.7, Pto.SFeO.5, and Pto'7sFeo'2s showed that 
the large natural Iinewidth of the 9S'S-keV transition (16 mm S-1) obscured 
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much of the fine structure and a unique analysis of the data was not ob
tained [82]. Better spectra were obtained subsequently using a scattering 

Fig. 16.26 MOssbauer spectra at 29 K for (a) Pto·3Feo·7, (b) PtO' 07COO'93, and 
(c) Pto'o7Nio'93, using a scattering geometry. [Ref. 83, Fig. 2] 

technique [83] and are illustrated in Fig. 16.26. The internal magnetic fields 
are large: Pto.3Feo.7 (Herr = -1240 kG), PtO'07COO'93 (Herr = -770 kG), 
Pto,o7Nio.93 (Herr = -340 kG). Computer analysis using the known value 

[Refs. on p. 532] 



526 I OTHER TRANSITION-METAL ELEMENTS 

for ftg of +0·6060 n.m. gave fte (99 keY) = -0,64(15) n.m. Independent 
measurements on 3 at. % Pt alloys gave Fe (-1190 kG), Co (-S60 kG), 
Ni (-360 kG), and fte (99 keY) = -0·61(5) n.m. [S4]. 

More detailed measurements on the Pt/Fe system have covered composi
tions in the range 3-50 at. % Pt [SI]. The 3 at. % alloy gave Herr = -1260 
kG at 4·2 K and fte (99 keY) = -0·60(15) n.m. The value of the field is 
almost independent of composition within the range specified. Neutron
scattering data have shown that there is no localised magnetic moment on 
the Pt atoms, so that the field is generated entirely by conduction-electron 
polarisation, approximately 0·07 unpaired conduction electrons being re
quired per Pt atom. A similar mechanism is believed to act in the cobalt and 
nickel alloys [S4). 

Data for the chemical isomer shift of the 9S'S-keV resonance are given in 
Table 16.7. The differences between the platinum(II) and (IV) oxidation states 
are within experimental error, and little more can be said at the present time. 

Table 16.7 Chemicalisomershifts 
in 195Pt (99 keV) [84] (Relative to 
a u5Au/Pt source taken as zero) 

Compound 1l/(mnlS- 1) 

PtO -0·34(11) 
PtCl2 -0'1(2) 
Pt02 -0'40(8) 
Ptel" -0'3(3) 

3% Pt-Fe -1·90(11) 
3% Pt-Co -1'96(9) 
3% Pt-Ni -1'65(8) 
Pt +0·06(17) 

Resonant absorption of the 129·4-keV y-ray was first demonstrated in an 
'on-off' experiment in which the y-transmission was measured at 20 K and 
65 K [S5]. Initial attempts to observe the 129-keV resonance by Doppler 
scanning using 195 Au/Cu and 195 Au/Ir sources with platinum absorbers at 
4·2 K were unsuccessful [SO]. The resonance was finally confirmed in 1969 
[86]. A 195 AujPt source and a Pt absorber at 15 K were found to give a very 
weak effect (0'16%). The linewidth gave an excited-state half-life (lower 
limit) of 0·49 ± 0·05 ns, compared to the value of 0·62 ± 0·07 ns from 
delayed coincidence measurements. Theoretical calculations of the recoilless 
fraction for both transitions have been made [87]. 

16.13 Gold (197Au) 

The 77·34-keV 197 Au resonance was first reported in 1960 in gold-foil 
absorbers using both 197Pt/platinum and 197Hg/mercury sources at 4·2 K 
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[88]. The latter gave only a weak effect, although it could be enhanced by 
conversion to a gold amalgam. All subsequent work has used the platinum 
matrix. The appropriate decay schemes are shown in Fig. 16.27. Estimates of 
the excited-state half-life made by extrapolating the linewidth of a 197PtjPt 
source and a gold-foil absorber to zero absorber thickness, are Ii = 1·93(10) 
ns [89] and 1·892(14) ns [19]. 

The majority of the initial 197 Au work has centred on the gold alloys and 
gold impurity atoms in metals. Interpretation of the data has proved difficult, 
and for this reason only the more important features are summarised here. 

A number of recoil-free fraction and lattice-dynamical studies have been 
made on gold metal [90, 91]. The resonance in gold microcrystals of mean 
diameter 20 and 6 nm shows a greater recoil-free fraction in the smaller 
crystals corresponding to an increase in the effective Debye temperature from 

1~~Pt iBh 

EC 

Fig. 16.27 Decay scheme of 197Au. 

163 K to 173 K [92]. This has been shown to be compatible with an observed 
concomitant decrease in the crystal lattice spacings [93]. 

Magnetic hyperfine splitting is seen at nominally diamagnetic 197 Au in 
ferromagnetic alloys, presumably as a result of conduction-electron polarisa
tion. The 6s-contribution to the conduction band becomes partially spin
unpaired by interaction with the magnetic atoms. The lines are usually only 
partly resolved, and the first magnetic data were not analysed successfully 
[94], but later studies of a 0·5% Au in iron alloy gave Heff = 1460 kG with a 
value for the excited-state magnetic moment of fle = +0·38(8) n.m. [89]. 
The fields at 1 % Au in cobalt and nickel were 1180 and 420 kG respectively. 
Independent results using 1 % 197Pt in the ferromagnetic metals as sources 
and a gold absorber gave Herr = -1420 kG (Fe), -990 kG (Co cubic), 
-980 kG (Co hexagonal), and -340 kG (Ni) [95], with fl. = +0·37(4) n.m. 
The signs of the fields were obtained from applied field measurements. 
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The E2 admixture into the otherwise Ml radiation is not negligible 
(62 = 0·11), and has a significant effect on line intensities. This has to be 
taken into account in accurate analysis of the magnetic splittings. A dilute 
solid solution of gold in iron (0·5 or 1 at. %) has been fully analysed and 
shows a field of 1280(25) kG at 21 K [96]. With the known ground-state 
moment of +0,1449 n.m. the excited-state moment was calculated as 
Pe = +0·419(5) n.m. 

Magnetic broadening has also been found in 85-95 at. % Au/iron alloys, 

1·0f.---"-T--"-T----r--"-T---r---r----r-----r---., 

0·96 

0·95'----7.:---:---I:---:O--~--_:l:_--__:l:_--...J.:.-.I 

Velocity/(mm S-I) 

Fig. 16.28 Magnetic splitting of 197Au2Mn showing the eight lines for a !-?! 
E2/Ml transition. The asymmetry is due to a quadrupole interaction. [Ref. 98, 
Fig. 2) 

the spectra being asymmetric because of several distinct environments 
contributing to the total envelope, but no detailed interpretation has been 
given [97]. 

One of the best resolved 197 Au magnetic spectra is that of AU2Mn at 
4·2 K, which is illustrated in Fig. 16.28 [98]. The eight allowed lines for a 
! ~ 1- transition with E2 admixture are clearly shown, and the asymmetry 
in the spectrum is due to the presence of a quadrupole interaction (e2qQ 
= 2,705(70) mm S-I), which is directed perpendicular to the magnetic axis 
(Herr = 1571 kG). An unusually large pressure dependence of the magnetic 
field was interpreted as due to the uncoiling of the spiral spin structure of the 
alloy. 

The intermetallic compound AU4 V is one of the few alloys of non-magnetic 
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metals to show magnetic ordering (Tc = 55 K). The magnetic broadening of 
the line at 4·2 K corresponds to a field of 230 kG [99]. Independent data gave 
185 kG [100]. The small localised moment at the vanadium causes spin 
polarisation of the 6s-electrons, and there is no localised atomic magnetic 
moment as such on the gold atoms. The known moment of 4'15 B.M. at 
manganese in A14Mn and the 197 Au internal field of 847 kG allow a naive 
estimate of the vanadium moment to be set at 0·92 B.M. per atom. 

An early analysis of the large chemical isomer shifts (Table 16.8) found for 
197Pt impurity atoms in Fe, Co, and Ni confirmed that tJR/ R is positive [101]. 
The shift of 197 Au in nickel alloys at 4·2 K decrease linearly by a total of 

Table 16.8 Chemical isomer shifts in 197 Au relative 
to Au metal at 4·2 K 

Compound Il/(mm S-l) Reference 

197Pt doped metals. 
Li 7-4(5) 104 
Be 5'6(5) 104 
Mg 6'3(3) 104 
Al 7-6(4) 104 
Si 3-3(3) 104 
Ca 8'7(5) 104 
Fe 5'4(2) 104 

5-1(5) 94 
Co 5-3(2) 104 

4'3(4) 94 
Ni 4'7(2) 104 

3-8(4) 94 
504(2) 105 

Cu 4'2(4) 104 
4'4(2) 105 

Zn 304(5) 104 
Ge 4'5(4) 104 
Y 7-6(3) 104 
Pd 2-4(3) 104 

2-4(2) 105 
Ag 1'3(2) 104 

2'1(2) 105 
Sn 4'3(4) 104 
Te 1'9(3) 104 
Pt 1'2(1) 104 

1'4(2) 105 
Au 0 104 
Se 1'8(4) 104 

Alloys 
Al2Au H(4) 104 
AU2Mn 2'79(2) 98 

• The sign of /) has been reversed for all 197Pt doped 
shift values so that a positive shift indicates a higher 
energy state. 
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5·5 mm S-1 with increasing gold concentration from 0 to 100%. However, 
an attempt to relate this observation to the electronic band structure was only 
partially successful [89]. 

Several workers have attempted to rationalise the chemical isomer shifts 
observed at 197 Au impurity nuclei in various metals with limited success [102, 
103]. The most comprehensive set of data comes from Barrett et al. [104], 
who doped 197Pt into 20 metals. The shift correlates very approximately with 
the electronegativity of the host, and a crude interpretation is that electrons 
are transferred in v~rying degrees to the 6s-shell of the gold. An estimate of 
lJRjR = 1·9(6) x 10- 3 was obtained. Additional evidence in favour of an 
increased 6s-population has come from a comparison of the shift and residual 
electrical resistivity of 197 Au alloys with Cu, Ag, Pd, and Pt [105]. The 
pressure dependence up to 70·6 kbar of the chemical isomer shift in a gold 
foil at 4·2 K has been obtained and with detailed analysis leads to a value for 
lJRjR of -+1'5 x 10-4 [106]. 

In a study of the superconducting alloys AU2Bi and AuNb3 , no significant 
change in the recoil-free fraction was found at the superconducting transition 
temperature [107]. Preliminary investigations on copper-gold alloys have 
revealed a difference in chemical isomer shift between ordered and disordered 
alloys at each particular composition [108]. 

Early data for gold compounds such as AuI, AuBr, AuCI, AuCI3 , AuF3 , 

KAuCI4, KAuBr4, KAuF4, and KAU(CN)2 have only been referred to 
obliquely in discussing other subjects [109, 110]. Recent data for 30 gold 
complexes are tabulated in Table 16.9 [111]. The range of chemical isomer 
shifts is larger for the gold(I) complexes than for gold(II1), but whether this 
is a reflection of greater s-character in the bonding in the former or to the 
small variety of coordinating ligands in the latter is not certain. The quadru
pole splitting in the gold(I) compounds is invariably larger than in gold(III), 
although the explanation for this is also obscure. This feature may well serve 
to characterise the oxidation state, which cannot be determined from the 
chemical isomer shift alone. Systematic variation of the quadrupole splitting 
with the chemical isomer shift was found in several series of related complexes 
as for example in LAuCI (L = Me2S, py, Ph3As, (C6Fs)Ph2P, and Ph3P). 
Discussions in terms of the chemical bonding are however only tentative at 
the present time. 

HAuCl4 and KAu(CNh have been decomposed on MgO and 1]-AI20 3 

surfaces to give supported gold catalysts [112]. KAu(CNh has a higher 
decomposition temperature than HAuCl4 on the 1]-AI20 3 surface. 

16.14 Mercury (l01Hg) 

The 32'19-keV 201Hg resonance which was first recorded in 1969 has several 
undesirable characteristics [113]. The short excited-state lifetime gives a large 
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naturallinewidth of 43 mm S-1, and the y-ray is highly internally converted 
with IXT = 39. The 201TI precursor is therefore very inefficient. No Doppler
scan spectra have been recorded, and the resonance was recorded as a change 

Table 16.9 Mossbauer parameters in gold compounds 
at 4·2 K [Ill] 

Compound A/(mm S-I) St/(mms- 1) 

Gold(l) 
Ph3PAuMe 10'35(6) 4'93(4) 
Ph3 PAuCN 10'5(2) 3-9(2) 
Ph3PAuOCOMe 7·6(2) 3-3(2) 
Ph3PAuN3 8,4(2) 3'3(2) 
(C6Fs)PhzPAuCl 7-87(4) 2-93(3) 
Ph3PAuCI 7-47(13) 2-96(7) 
PhaPAuBr 7-40(10) 2'76(6) 
Ph3AsAuCl 7·00(7) 1'92(3) 
CsHsNAuCl 6·4(2) 1'7(1) 
MezSAuCl 6'42(3) 1'26(2) 
Ph3 PAuI 8'3(1) 1'24(6) 
AuCl 4-6(4) -1'2(2) 
AuI 4'4(1) -1'32(3) 
AuCN 8'39(2) 2-37(2) 

Gold(Ill) 
PhaPAuBr3 3'37(5) 2'11(3) 
PhaPAuCIa 3,25(8) 2'06(4) 
CsHsNAuCIa * 1'45(5) 
MezSAuCla 2'20(8) 1'26(5) 
p-MeC6H4NCAuCIa 2'00(9) 0'75(5) 
AuCIa * 0'83(9) 
AuBra 1'8(2) 0'18(10) 
KAuF4 * -{)'04(2) 
Ph~sAuC14 1'88(7) 1,09(4) 
KAuCI4.2HzO 1-4(1) 0'87(8) 
NaAuCI4 .xHzO 1'4(2) 0'81(4) 
NH4 AuCI4 .xHzO 1'7(1) 0'86(5) 
HAuCI4.xHzO * 0'60(8) 
P~sAuBr4 1'5(2) 0'85(11) 
KAuBr4.2HzO * 0'56(7) 
KAuI4 .xHzO 2·1(2) 0'27(8) 
AuzOa.xHzO 2-3(2) 0'63(8) 

gold metal -1-18(3) 

* No observed splitting. 
t Relative to 197Pt/Pt source. 

in transmission of 32-keV y-rays between 300 K and 77 K at zero velocity. 
The source was prepared by the 201Hg(p, n)201TI reaction on frozen mercury, 
and the self-resonance in the source was further enhanced by clamping it to 
an absorber of HgO. The observed absorption cross-section favours an 
Ie = 1- excited state. 
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1 7 The Rare-earth Elements 

Mossbauer spectroscopy of the rare-earth elements as a group has gained 
considerable attention from physicists. Successive addition of 4felectrons 
along the series has little influence on many of the chemical properties, which 
are mainly those of a tripositive cation. However, such uniformity does not 
extend to properties derived from the electronic spin moment or from the 
atomic nucleus and therefore to the Mossbauer spectra. A resonance is known 
in at least one isotope of every rare-earth element except the first (cerium) 
and the last (lutetium). Furthermore, a resonance is often known for several 
isotopes, and in some instances for several transitions within a given isotope. 
It has therefore been possible to measure such properties as the nuclear 
magnetic moment for a large number of nuclear states within a small range 
of masses, and much of the work done has been directed to this end. The 
significance of the results to an understanding of the structure of the nucleus 
will not be considered here. Rather we shall describe the experimental 
phenomena and any derived nuclear parameters, together with the smaller 
proportion of data accrued which are chemically interesting. Numerical 
data for all transitions are summarised in Appendix 1. 

In addition to the large hyperfine fields recorded in magnetically ordered 
materials such as the metals themselves and the rare-earth iron garnets, it is 
not uncommon to find magnetic fields in paramagnetic compounds. Elec
tronic relaxation times are frequently found to be quite long at low tem
peratures, and the temperature dependence of the relaxation behaviour can 
give a detailed picture of the electronic properties of the ion. However, such 
paramagnetic broadening can cause difficulties in finding a satisfactory 
unbroadened source matrix for use at very low temperatures. 

Many of the nuclei in the rare-earth region are appreciably deformed 
from spherical symmetry by rotational effects. Consequently the nuclear 
quadrupole moments are large and can give sizeable quadrupole splittings. 
Usually the electric field gradient is that from the 4f-electrons, but it should 
be noted that for Eu2+, Gd3 +, and Yb2+ ions the electronic configurations 
have spherical symmetry (41 7 or 4/14), while for Eu3+ (4J6) the total angular 
momentum is zero (' Fo state). In these instances any quadrupole splitting 
must arise from the much smaller lattice contribution. 
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Large chemical isomer shifts are also observed in some instances, but less 
correlation has been done in this area. 

The detailed Hamiltonians appropriate to the electronic and nuclear 
properties of the rare earths in general have been excellently summarised 
elsewhere [I]. They are not given here explicitly because of the more limited 
depth of treatment. Note, however, that the vectorial addition of the total 
orbital, L, and spin angular momentum, S, denoted by J is the most useful 
quantum number for describing electronic states. Any crystalline field poten
tial then acts as a perturbation to the appropriate J state. This is opposite to 
the situation found in 57Fe, where the crystalline field is the dominant term. 

17.1 Praseodymium (141 Pr) 

The high energy of the 145·43-keV transition in 141Pr is not conducive to a 
strong Mossbauer resonance and indeed the first attempts to observe it 

lHy 

2·62y 

Fig. 17.1 Decay schemes for 141Pr, 14sNd, and 147Pm. 

using a 141Ce02 source and a Pr60U absorber or scatterer were not suc
cessful [2]. Later scattering experiments at lower temperatures with Ce02 
and CeF3 sources and a Pr6011 scatterer did however give a weak effect [3]. 
The simple decay scheme of the 141Ce parent is shown in Fig. 17.1, but no 
information on hyperfine interactions is available. 

17.2 Neodymium (145Nd) 

The 67·25-keV and 72·5-keV resonances. in 145Nd were first observed by 
Kaindl and Mossbauer in 1968 [4]. Both levels are populated by the decay of 
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17'7-y 14SPm (Fg. 17.1). This can be prepared by the reaction sequence 
144Sm(n, y)145Sm (Be 340 d)14SPm with ion-exchange separation of the 
14SPm from the samarium after a suitable lapse of time (.-.6 months). A satis
factory source matrix can be made from 144Nd20 3 doped with the 14SPm, 
and all data have been obtained at 4·2 K. 

The similarity in energy of the two y-rays makes resolution difficult even 
with a Ge(Li) detection system. Although the broad 72-keV resonance 
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Fig. 17.2 Magnetic hyperfine splitting of the 72·5-keV resonance of 145Nd in 
NdAh: (a) in zero applied field, (b) in a 30-kG longitudinal field. The solid lines 
are computer fits using the component lines indicated by bars. [Ref. 5, Fig. 1] 

(rr = 5·4 mm S-1) can be detected uniquely, the narrower 67-keV resonance 
(rr = 0·12 mm S-1) is weaker and is seen superimposed on the other from 
which it can be subtracted numerica'ly. The initial results with a 14sNd20 3 

absorber showed single lines which appeared to be slightly broadened by an 
unresolved qudrupole splitting in the oxide. 

In later measurements magnetic splitting was obtained in antiferro
magnetic NdSb and ferromagnetic NdAl2 [5]. Spectra for the 72-keV reso-
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nance in the latter in a zero and a 30-kG external field are shown in Fig. 
17.2. The excited-state spin quantum number was originally considered to be 
1.(72) = t, but the only satisfactory interpretation of the data is that indi
cated by the solid lines in Fig. 17.2 which use leC72) = !. The bar diagrams 
are the component transitions for a t ~! transition. Use of the known 
ground-state moment of !li72) = -0.654 (4) n.m. gave !le(72) = - 1.121 
(13) n.m. The internal fields in NdSb, NdAI2, and NdC02 are 3090, 2450, 
and 2560 kG respectively. 

17.3 Promethium (147Pm) 

Promethium is another poor candidate for chemical Mossbauer spectro
scopy as it is not a naturally occurring element. A resonance has been ob
served for the 147Pm isotope (half-life 2·62 y) using sources of 147Nd prepared 
by an (n, y) reaction on 146Nd20 3 [6]. Nine compounds as absorbers all gave 
a 91·06-ke V single resonance line at 4·2 K with no detectable chemical 
isomer shift. No further details are available. 

17.4 Samarium (149Sm, lS2Sm, lS4Sm) 

The known resonances in samarium are: 

149Sm: 22·5-keV 
lS2Sm: 121·78-keV 
lS4Sm: 81·99-keV 

The 22·5-keV resonance in 149Sm was first observed in 1962 independently 
by Jha, Segnan, and Lang [7], and by Alfimenkov et al. [8], thereby showing 
that this transition is to the ground state. Both groups used a source of 
149Eu (decay scheme in Fig. 17.3) in Sm203 with an absorber of 149Sm20 3, 
and observed a single-line resonance. These measurements were later re
peated for several absorber thicknesses [9]. The source activity can be 
generated by the 149Sm(p, n)149Eu reaction in a matrix of 149Sm20 3, and 
can be separated by ion-exchange techniques and incorporated into EU203 
[10, 11]. An alternative to this is lS0Sm(p,2n)149Eu [10], or a spallation 
reaction by irradiation of tantalum with protons [9]. The recoil-free fraction 
of the EU203 matrix is large enough to allow its use at room temperature. 
A 149Eu203 source and a 149Sm20 3 absorber show no resolved hyperfine 
effects from 20 to 300 K, although there is some degree of broadening [10]. 

Spectra of ferromagnetic samarium iron garnet (SmIG) were originally 
obtained to study the magnetic hyperfine splitting of 149Sm [10]. However, 
there are three magnetically inequivalent rare-earth sites with approximately 
cubic symmetry in this material. Satisfactory interpretation was not possible 
until the magnetic-moment ratio had been determined accurately from data 
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onSmCI3 .6H2 0 (see below), and the original value for 149f.leP49f.lg of + 1·26(4) 
was found to be in error. Subsequently the temperature dependence of the 
magnetic field and the magnetisation were re-analysed [12]. The magnetic 
field is essentially the same for all three sites. Of particular importance is the 
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-++-...,...-J277 

i-+Y....I.,-J, 22·5keV 

~- -L.--I....::!!'.....J 0 
1:~Sm 

2+JII81.99kev 
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Fig. 17.3 Decay schemes for 149Sm, 152Sm, and 154Sm. 
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Fig. 17.4 The spectrum of SmCb.6H20 at 4·2 K for the 22'5-keY 149Sm transition. 
The solid line represents a constructed spectrum with 149f1e/ 149f1, = 0'93, 
Herr = 3450 kG, and e2qQ. = 14'7 mm S-I. [Ref. 11] 
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first excited electronic state with J = t, which mixes into the ground-state 
J = t manifold because the separation of 1100 cm- 1 is small enough to 
allow significant population at room temperature. 

An unambiguous value for the 149Sm excited-state moment was obtained 
from the spectrum of SmCI3.6H20 at 4·2 K [I I]. This is illustrated in Fig. 
17.4, and features many lines because of the high spin-states involved 
(I8 = t, Ie = t). The compound contains only one site and shows a well
resolved magnetic interaction from slow paramagnetic relaxation. The 
computed reconstruction of the spectrum shown as a solid line gave 
149#./149#8 = +0'93(1) and, with 149#1 = -0·665 n.m., one obtains 
149 #e = -0,62 n.m. The parameters for the magnetic field and quadrupole 
interaction are given in Table 17.1. The quadrupole splitting of the ground 
state is smaller than that of the excited state by at least a factor of 8 and is 
therefore ignored. 

Table 17.1 Magnetic and quadrupole parameters for 149Sm and 154Sm 

Compound T/K H.rr/(kG)(a) e2q149Q. 
Reference /(mm S-I)(b) 

Samarium-149 
SmCI3.6H2O 4·2 3450(105) -14'7(1'8) 11 
Sm(N03)3.6H2O 4·2 1900(280) 11 
SmIG 16 2900(175) -11·0(3-3) 11 
SmAlz 20 3520(175) 11 
SmFe2 20 3250(175) 11 
SmNi 20 3250(345) 11 
Sm metal 4·2 3450(175) -13'2(3-3) 11 

Samarium-154 
SmCh.6H2O 4·2 3450(0) 13'0(7)(d) 17 

30 3444 11'0(1'0)(d) 17 
SmIG 4·2 3040(120) 3'1(1)(d) 17 

(a) converted from MHz using 1 MHz = 6·9064 kG. 
(b) converted from MHz using 1 MHz = 0·0551 mm S-I. 

(0) assumed from 149Sm data. 
(d) e2qlS4Q. (derived using 1 MHz = 0·01505 mm S-I). 

The magnetic field in SmCI3.6H20 corresponds closely to that predicted 
for the free-ion Sm3+ in the fully magnetised state Jz = J and, by assuming 
that this configuration also produces the electric field gradient tensor, a 
value of +0·40(6) barn was derived for the quantity (1 - R)149Qe [11]. 

A similar paramagnetic hyperfine splitting was found in Sm(N03h.6H20, 
and more conventional magnetic ordering in several alloys (see Table 17.1) 
[11]. 

Initial chemical isomer shift measurements on 149Sm were inconclusive 
[10], but more recent data have shown values in the order SmCI2 < Sm20 3 
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< Sm metal [13]. The difference between Sm2+ and Sm3 + is caused by the 
different shielding of the closed-shell s-electrons by the 4[6 and 4f5 con
figurations respectively. The addition of anf-electron reduces the s-electron 
density at the nucleus, and therefore it can be inferred that ~<R2> 
[= tR2(~RjR)] is positive. The difference in electron density I tp(0) 12(Sm3 +) 
- I tp(0) 12(Sm2+) at the nucleus was estimated to be +3'4 x 1026 cm- 3 • 

The conduction-electron density at samarium metal was then deduced to be 
+1·4 X 1026 cm- 3 from the observed shifts. 

The second samarium Mossbauer resonance, involving the 121·78-keV 
transition of 152Sm, was reported by two groups independently in 1967 
[14, 15] and is difficult to observe because of the high energy of the y-ray 
causing the resonance to be weak even at 4·2 K. A convenient source is 
lS2Eu in Gd20 3 , and the decay scheme is shown in Fig. 17.3. 

The magnetic hyperfine spectrum of lS2Sm in samarium iron garnet is 
shown in Fig. 17.5 and comprises five lines as expected for a 0+ ~ 2+ 

1,000 ....---::-...... 

. ~ 999 

.j 
~998 

997 

30 

Fig. 17.5 The 15 2Sm spectrum of samarium iron garnet (122-keV transition) at 
4·2 K. The five lines correspond to a 0+ -.. 2+ magnetichyperfine splitting. [Ref. 16, 
Fig. 1] 

transition [16]. As with the 149Sm resonance the three fields are not dis
tinguished. A value of Herr at 20 K of 3080(150) kG was used to derive a 
value for 152Pe of +0'832(50) n.m., but it should be noted that this field 
differs slightly from other quoted values. 

A source of IS2Eu in CaF2 decays to the Sm2+ ion with which an Sm20 3 

absorber gives a chemical isomer shift of + 1'65(15) mm S-1 at 4·2 K (i.e. 
the transition in Sm2+ is lower in energy by 1·65 mm S-I) [15]. Although the 
I. = 0 ground state and Ie = 2 excited state are different rotational levels of 
the nucleus, the radius is altered by centrifugal stretching. As with 149Sm 
the sign of ~<R2> is positive, and calculations gave ~<R2>j<R2> 

= + 10(3) X 10-4
• 

Independent comparison of 152EujCaF2 and 152EujGd20 3 sources at 
4·2 K with an Sm20 3 absorber gave apparently different spectra [14]. The two 
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sites in SmZ03 showed different relaxation times at 4·2 K so that the observed 
spectrum was a singlet superimposed on a quintet splitting. At 1·8 K two 
magnetic splittings pertain. However, the shift change of 1·64(6) mm S-1 
between Sm3+ and Sm2+ is in good agreement with the previously men
tioned value. Confirmation of the Sm2+ spin-state in CaFz was obtained 
from an absorber of CaFz doped with samarium which gave a five-line 
Sm3+ contribution and a sharp Sm2+ line. The derived value for IJ<Rl> was 
19 X 10-3 fm2, giving IJ<R2)/<R2) = 7·7 x 10-4. 

The third samarium Mossbauer transition, stemming from the 82-keV 
level of 154Sm, has no radioactive precursor but measurements have been 
made using Coulomb excitation [17, 18]. The target was SmZ03 at 30-35 K. 
The absorption spectrum of SmCI3.6H20 was a five-line hyperfine spectrum 
from the 0+ -+ 2+ levels. Taking the field in SmCI3.6H20 as being 3450 kG 
(from 149 Sm data) gave 154p• = +0,778(36) n.m. The 154Sm data for 
samarium iron garnet gave the internal field as 3040 kG. The quadrupole 
splitting values led to an estimate of (1 - R)154Q. = -1·33(46) barn. 

The chemical isomer shift of 154Sm in SmCIl is 0·15 mm S-1 less than in 
Sm203 [18], from whence IJ<R2>I<R2> = 0,46(34) x 10-4. 

17.5 Europium e51Eu, 153Eu) 

The four known resonances in europium are: 

151Eu: 21'6-keV, 
153Eu: 83·37-keV, 97'43-keV, and 103·179-keV 

The dominance of the 21'6-keV 151Eu transition makes it convenient to 
discuss this before the three 153Eu transitions, pp. 555 ff. 

Europium-1Sl Parameters 
The 21·6-keV transition in 151Eu was first recorded in 1962 by Shirley 
et al. [19]. They used the 151Gd parent (decay scheme shown in Fig. 17.6) in 
matrices of Nd20 3 and EUZ03 with absorbers of EU203' The oxides gave a 
single-line resonance without significant hyperfine interactions. The low 
energy of the transition lessens the problems associated with nuclear recoil, 
and highf-factors can be obtained in many compounds. The ease with which 
the resonance can be observed has led to more chemical studies with europium 
than for any other rare-earth element. 

Both the 151Sm and 151Gd parents are long-lived, although the latter is 
more efficient in populating the 21·6-keV level. The most popular source 
matrices have been 1S1SmZ0 3 and 151Gdz0 3, although 151SmF3 has also 
been used [20]. A detailed description has been given for the preparation of 
lSlGd activity by the 151Eu(d, 2n)151Gd process, followed by its incorpora
tion into a lS3Eu203 non-resonant matrix [21]. All these sources give a high 
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recoil-free fraction at room temperature and a single line with no appre
ciable hyperfine broadening. 

Magnetic hyperfine splitting was first recorded for europium metal at 
4·2 K in 1963 [22]. This confirmed the excited-state spin quantum number 
as Ie = t. The magnetic pattern is generally simpler than the t, t spin-states 
would imply because many component lines overlap, and a recent spectrum 

'i~Gd 
,...:..:--- 120d 

EC 

~~Sm 47h ---------.... 
':!Gd 242d 

EC 

Fig. 17.6 Decay schemes for 151Eu and 153Eu. 

for EuS is shown in Fig. 17.7 [23]. The original europium-metal data were 
analysed [22] to give a value for 151"'e/151",. = +0·739(9). The result was con
firmed independently using europium iron garnet (EuIG), giving lSl"'e/lSl",. 

= +0·74(5) [24]. The most accurate value for the ratio of the magnetic 
moments comes from europium iron garnet data [25] for which IS1"'ej151",. 

= +0·7465(7). Taking lSI",. = +3·465(1) n.m. gives 151",& = +2·587(3) 
n.m. The possibility of the existence of a 'hyperfine structure anomaly' has 
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already been discussed in connection with 193Ir (p. 520). The hyperfine 
splitting in EuIG arises from the orbital momentum of the 4f-electrons in 
the Eu3+ ion, and the field is therefore constant over the nuclear radius. 
In EuO and EuS the field is generated by a contact interaction via core 
polarisation in the Eu2+ ion, and is not constant. The experimentally ob
served [23] ratios of 15 IP,ej1S IP,a at 4·2 K have been given as: EuIG 0·7465(7); 
EuO 0·7523(7); EuS 0·7525(7); which clearly illustrate the phenomenon. 

It is difficult to measure a quadrupole splitting in europium compounds 
because of the electronic configurations of Eu2 + and Eu3+. The Eu2+ ion has 
a 4/7 half-filled shell with an electronic ground state of SSt, which cannot 
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Fig. 17.7 The 151Eu resonance in EuS at 4·2 K. The number of lines from the ~, 
i transition is reduced by accidental coincidences. Note the large negative chemical 
isomer shift for Eu2+ with respect to Eu3+ (i.e. the source of Eu20a). [Ref. 23, 
Fig. 1] 

produce a valence-electron contribution to the electric field gradient. Simi
larly the Eu3+ 4/6 configuration has a ground state of 7 Fo, which has zero 
total angular momentum. Therefore any quadrupole splitting in Eu2+ and 
Eu3+ compounds can only arise from the lattice contributions to the electric 
field gradient, which are comparatively small. Such quadrupole splitting as 
does occur is generally manifest as a slight broadening of the resonance line, 
and analysis cannot be made because of the large number of lines from the 
t, f spin-states. This can have the effect of causing small errors to be regis
tered in the chemical isomer shift if the envelope is computed as a single 
Lorentzian, because of the asymmetric nature of the unresolved splitting 
[26]. Small quadrupole interactions are more readily detected in a magnetic 
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spectrum, but the 7 Fo Eu3+ state is non-magnetic, and those Eu2+ com
pounds which are magnetic above 4·2 K have cubic lattices. 

Initial attempts to measure 151Qe used europium iron garnet in which the 
Eu3+ is magnetically ordered by exchange polarisation effects from the iron 
[24]. However, failure to take into account the two Eu3+ lattice sites led to an 
inaccurate analysis, and careful reinvestigation gave a value for 151Qe/1S1 Q. 
of + 1'28(5) [25, 27]. 

A more direct measurement has used the non-cubic Eu2+ comp(}.'lnds 
EUS04, EuCI2 , EUC20 4, and EuC03 [28J. They are all magnetically ordered 
at 0·054 K. This extremely low temperature was achieved using a 3He/4He 
dilution refrigerator. The quadrupole interaction perturbs the magnetic 
spectrum, and the detailed parameters are given in Table 17.2. The ratio 
1S1Qe/151 QII = +1,30(5), which with 151Q. = 1-16 barn gives 1S1Qe = 1·51 
barn. Of additional interest is the intensity asymmetry observed in the spectra 
caused by unequal occupation ofthese magnetic hyperfine levels ofthe ground 
state at these extremely low temperatures (see s7Fe, p. 307). 

Chemical isomer shift data for ranges of EuZ+ and Eu3+ compounds have 
come from many sources [20, 29-33]. The principal feature is a large separa
tion (--15 mm S-1) between Eu2+ and Eu3+ compounds. As with samarium, 
this is a result of different shielding of the closed-shell s-electrons by the 
416 and 41 5 configurations respectively. Selected values are given in Tables 
17.2-17.4. Where several values are available, the first reference in the final 
columns denotes the source of that used in the table. 

Several values of 151(J(R2) have been derived on the basis of estimates of 
the electron density at the nucleus for the 41 6 and 4f7 configurations. The 
differences in the arguments will not be discussed, but the values of (J(R2) 
are as follows: 

+0·030(10) fm2 

+0'011(3) fmz 

+0·014(2) fm2 

«(JR/R = 1·22 x 10-3)[20,32] 
«(JR/ R = 0·45 x 10- 3) [30] 
«(JR/R = 0·57 x 10-3) [30] 

Both EU20 3 and EuF3 have been used as reference standards for the 
chemical isomer shift. However, there is some confusion as to their inter
relationship. Careful measurement [34] has shown that a typical sample of 
oxide has a shift of + 1·060(11) mm S-1 with respect to EuF3.2HzO. The anhy
drous EuF3 gives a shift of -0'052mms- 1 w.r.t. EuF3.2H20. Although there 
is no shift between EuF3.2H20 and a 151SmF3 source, the shift of the same 
oxide sample w.r.t. a 151SmZ0 3 source was -0,045 mm S-1. Measurements 
of several oxide samples showed variations of the order of 0·2 mm S-1 in the 
shift. The situation is further aggravated by the existence of two forms of 
EUZ03' The C form as usually produced is converted irreversibly to the 
monoclinic B modification at above 1400 K. Whether there is a difference in 
the two chemical isomer shifts is not clear from the literature, and in only 
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Table 17.2 151Eu Mossbauer parameters for Eu2+ compounds 

Compound T/K 
8 (EU203) 

Herr/kG 
(e2qQ./h) Reference /(mm S-I) /MHz 

EuF2 RT -14-17(9) 30,35,37 
EuCI2 RT -14'33(9) 30,32,20 

4·2 -13-98(11) 29 
0-054 315(3) -145(15) 28 

EuBr2 RT -14'02(10) 30 
Eulz RT -14'04(11) 30 
EUS04 RT -14'57(10) 30,32,20 

4'2 -14'64(10) 29 
0·054 324(2) +200(20) 28 

EuC03 RT -14·03(9) 30,20 
4'2 -13-97(11) 29 
0'054 319(3) -58(8) 28 

EuCZ0 4 RT -13-47(9) 30 
0·054 337(3) +70(8) 28 

EuMo04 RT -13'98(16) 30 
EuHP04 RT -13'71(8) 30 
EuzSi04 RT -1l'56(6) 30 
EuB6 4'2 -13'56(11) 29 
Eu(CsHsh RT -13'2(5) 32 
Eu(OHh RT -14'9(5) 32,20 
EuO RT -11'87(11) 30,29,32 

4 -12-1(2) 300(8) 36 

EU304 RT { -12'6(1) 31 
+ 0'6(2) 305(8) at 1·2 K 36 

EuTi03 RT -13'5(1) 31 
EuZr03 RT -14-1(2) 31 
EuS RT -12,52(8) 30, 20, 32, 31 

80 -12'51(10) 29 
HE -12-6(3) 331 37 

EuGdzS4 RT -11'9(2) 31 
EU3S4 RT -12'6(2) 31 
EuSmZS4 RT -12-6(2) 31 
EuLaZS4 RT -12-9(2) 31 
EuScZS4 RT -13·0(2) 31 
EuYbzS4 RT -13'8(2) 31 
EUYZS4 RT -13-6(2) 31 
EuSe RT -12'65(8) 30, 20, 32, 31 

80 -12'08(10) 29 
HE -12'6(3) 331 37 

EUO'6Gdo.4Se RT -12'2(2) 31 
EuNdzSe4 RT -12'9(2) 31 
EuLaZSe4 RT -13·1(2) 31 
EuScZSe4 RT -13-4(2) 31 
EuLuzSe4 RT -13'6(2) 31 
EuHozSe4 RT -13-8(2) 31 
EUYZSe4 RT -13-8(2) 31 
EuTe RT -12-87(9) 30,20,32 

80 -12'71(10) 29 
HE 255 43 
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Table 17.3 !SlEu Mossbauer parameters for Eu3+ compounds 

Compound T/K 
8 (EU203) 

Heff/kG 
(e2qQ./h) Reference /(mms- 1 ) /MHz 

EuF3 RT -0-59(2) 30 
EuCI3 RT -0-29(9) 30,33 
EuBr3 RT -0-06(5) 30 
EuI3 RT -0-06(4) 30 
EuOF RT -0-72(2) 30 
EuOCI RT -0-43(4) 30 
EuOBr RT -0-29(3) 30 
EuOI RT +0{)2(9) 30 
EU2(S04h RT -0-54(2) 30,33 
EU2(C03h RT -0-62(10) 30 
EU2(Mo04)3 RT -0-46(6) 30 
EU2(HP04h RT -0-34(5) 30 
EU2(C204h RT -0-54(1) 30,33 
Eu(CI04h RT -0-81(3) 33 
EuP03 RT -0-56(8) 33 
Eu(OCOMeh RT -0-43(4) 33 
Eu(EtS04h RT +0-25(5) 32,20 
EU203 RT +0-22(1)* 30 
EU2S3 RT +0-19(7) 30,20,32 
EU2Se3 RT +0-06(20) 30 
EU2Te3 RT -0-14(8) 30,20,32 

EuIG (0) {630 
570 

-25(6)} 
+ 15(6) 25 

RT +0-50(5) 20,32 

* This value was quoted relative to the monoclinic B form of EU203 and possibly 
refers to the C form_ 

Table 17.4 lS1Eu Mossbauer parameters for europium alloys 

Compound T/K 8 (EU203) 
Herr/kG Reference /(mm S-l) 

Eu 100 -8-70(8) 29 
4-2 -8-2(3) 265(10) 37,22 

Eu/Yb 4-2 -8-2(3) 53 
Eu/Ba 4-2 -8-3(3) 53 
EUCU2 4-2 -8-8(2) 196(10) 54 
EuZn2 4-2 -9-4(2) 238(10) 54 
EuPh 4-2 -9-9(2) 80(20) 54 
EuPd2 4-2 -9-5(2) <20 54 
EuPd3 4-2 +3-6(2) 54 
EuRh2 4-2 +2-0(2) 54 
EuAl2 77 -9-7(3) 37 

1-8 278(10) 37 
EuAl4 77 -11-4(3) 37 

1-8 290(10) 37 
EuSi2 83 -10-6(3) 55 

4-2 286(10) 55 
EuGe2 295 -11-5(2) 55 

4-2 229(10) 55 
EuSn3 4-2 -10-9(5) 280(8) 56 
EuSn 4-2 -12-0(5) 222(7) 56 
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one paper has the form of EU203 used as a reference been clearly stated [30]. 
Consequently the adopted standard is not a good one, and the data tabulated 
are probably only accurate to within this uncertainty. We have quoted many 
of the values from the largest single set of data on the ground that these 
values will be self-consistent. 

Correlation of the ionicity of the bonding with the chemical isomer shift 
in a number of similar compounds has revealed systematic relationships [30]. 
In series such as EuX3, EuOX, and EuX2 (X = I, Br, CI, F) the shift decreases 
as the ionicity increases. The reverse trend is found in EU2 Y 3 (Y = Te, Se, 
S, 0) and this was taken to indicate a participation of the 5p-electrons in the 
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Fig. 17.8 Chemical isomer shifts of divalent europium selenides correlated with 
the mean Eu2+-Se2

- distance. [Ref. 31, Fig. 3] 

bonding. The electronic configurations of 4/76s and 4/7 were deduced to 
differ by 14·8(4) mm s-1, and 416 and 4/7 by 13'1(3) mm s-1, leading to the 
values for IJ(R2) given earlier. 

Another useful systematic study has been made of a number of oxides, 
sulphides, and selenides by comparison of the Eu2+ chemical isomer shift 
with the mean Eu2+ -anion distance as estimated from the crystallographic 
lattice constants [31]. The correlation for the selenides is illustrated in Fig. 
17.8. In all three cases there is an increase in the shift and s-electron density 
as the mean ionic separation decreases. Although the changes were suggested 
to be basically a pressure effect, this may well be a simplification in view of 
the results given later in this section for Eu2+ ions doped into CaF 2 and CaS. 

[Refs. on p. 590] 
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The observed range of chemical isomer shifts for Eu3+ compounds is 
about -0,8 to +0·3 mm S-1 w.r.t. EU203' This implies a considerable 
deviation from the ionic 4j6 5s25p 6 configuration. Covalent bonding involving 
one or both of the 4f- and 6p-orbital types has been proposed [33], but no 
satisfactory quantitative interpretation has yet been given. 

We shall now consider some of the groups of chemical compounds in more 
detail. 

Europium Halides 

The low-temperature magnetic spectrum of EuCl2 has already been described 
but has not been interpreted. The EuF2-EuF3 system is particularly inter
esting [35]. The 151Eu resonance at 77 K shows a superposition of both 
Eu2+ and Eu3+ components for the intermediate compositions. This means 
that the europium oxidation state is stable for longer than 10-8 s and there is 
no fast electron-hopping process. The Eu2+ line, which is at -14,2 mm S-1 
in EuF2, becomes a doublet for EuF2'4 and higher stoichiometric ratios of 
fluorine, with b = -15·0 and -13,9 mm S-1. Intermediate phases are be
lieved to be produced, e.g. EuFr EuF2-25 and EuF202S-EuF2'43' 

Europium Oxides 

The oxide EuO orders ferromagnetically below 67 K with a field at 4 K of 
300 kG [36]. The chemical isomer shift at this temperature is -12'1 mm S-1. 
The temperature dependence of the magnetic field shows reasonable agree
ment with the J = t Brillouin function. If the Eu2+ electronic configuration 
can be represented as 4j75s26r, it has been proposed that the hyperfine 
field be written as Herf = H core + H(6s") where H core is a constant and 
H(68") varies as the number of 6s electrons and is opposite in sign to H core 

[37]. An approximately linear relationship between the chemical isomer shift 
and the field was found for the compounds EuS, EuO, EuAI4, EuA12, and 
Eu metal, but in view of later data for other compounds it seems that the 
concept is not general. 

An attempt to measure the second-order Doppler shift of EU203 between 
lOOK and 1000 K has revealed considerable deviations from the expected 
behaviour [38]. Temperature hysteresis effects are also found. The thermal 
properties of EU203 are not well characterised, but it probably loses oxygen 
to become nonstoichiometric, the exact composition being dependent on 
the previous history of the sample. 

The different magnetic behaviour of Eu2+ and Eu3+ ions is clearly seen in 
EU304 [36]. This oxide becomes antiferromagnetic below 6·2 K. Above the 
Neel temperature there are two peaks with chemical isomer shifts of +0·6 
mm S-1 (Eu3+) and -12'5 mm S-1 (Eu2+). In the magnetic phase only the 
Eu2+ ions order, with a field at 1·2 K of 305 kG. The temperature dependence 

[Refs. on p. 590] 
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of the field lies somewhat higher than the J = t Brillouin function, although 
the reason for this is unknown. 

In europium iron garnet both Eu3+ sites are magnetically ordered as well 
as the iron as a result of exchange and crystal-field interactions mixing the 
7 FJ excited states into the non-magnetic 7 Fo ground state. There are two 
inequivalent sites, and parameters are given in Table 17.3. Early measure
ments [24] failed to distinguish the two sites which have similar parameters 
and this led to an erroneous measurement of the quadrupole effect (see 
earlier). The most recent experimental investigation has given accurate values 
for the magnetic field and quadrupole splitting at both sites between 1·5 K 
and 456 K as well as the nuclear constants detailed earlier [25]. At 0 K the two 
magnetic fields are 630 and 570 kG. A detailed crystal-field theoretical treat
ment has been given of the temperature dependence of the hyperfine field 
and quadrupole splitting [39]. 

In the gallium-substituted europium iron garnet the gallium goes almost 
entirely (x < 1·6) to the tetrahedral d site to give {Eu3}[Fe2](GaxFe3 -x)012 
[40]. An increase in gallium content changes the relative intensities of the two 
57Fe magnetic splittings, but also has the more dramatic result of causing a 
complete collapse of the 151Eu magnetic spectrum at 4 K as x increases to 
3·0. The europium field is produced mainly by an exchange interaction with 
the d sites. As the Fe atoms at these sites are progressively replaced by gallium 
the observed spectrum can be assumed to be a superposition of three com
ponents : (a) Eu3+ with two Fe3+ neighbours on d sites (statistical weight X 2 

where X is the concentration of iron on d sites, which can be determined from 
the s7Fe spectrum). (b) Eu3 + with one Fe3+ neighbour on d sites (statistical 
weight 2X[1 - X]). (c) Eu3+ with no Fe neighbours on d sites (statistical 
weight [1 - X]2). This simulation may be further improved by including a 
12% contribution to the exchange field from the four third-nearest iron 
neighbours in tetrahedral sites. The actual1S1Eu spectra observed are shown 
in Fig. 17.9, and these can be simulated very accurately using the above 
model. 

Further detailed information on exchange interactions can be obtained from 
the system {EU3}[ScxFe2-X](Fe3)012 [41]. The scandium substitutes exclu
sively at the octahedral a sites. Since the Eu-Fe exchange takes place via 
the tetrahedral d sites only, and the 57Fe hyperfine field is constant for values 
of x up to 1·5, one expects to see no change in the lSlEu spectrum. Unex
pectedly, however, the increasing scandium content is seen to result in a 
partial collapse of the lSlEu magnetic spectrum. An interpretation can be 
given by assuming that the iron d site spins are canted from the [111] direction. 
Each d spin with only one a site iron neighbour is canted by an average 
angle ()(, and each d spin with no a site Fe neighbours is canted by an average 
angle y. It is then possible to calculate a statistical spectrum which simulates 
the data accurately, although the model is not necessarily the only possibility. 

[Refs. on p. 590] 
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In europium iron garnet the magnetisation is in the [111] direction, but in 
samarium iron garnet at low temperatures it is close to the [110] direction [42]. 
Accordingly there is a significant difference between the spectra of a 151 EuI G 
absorber and a lSlSmIG source. The latter shows three fields of 634,484, and 
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Fig. 17.9 151Eu spectra of gallium-substituted europium iron garnets of the type 
Eu3Fes-",Ga",012 showing the reduction in the exchange intercation at the Eu3 + 

ion with increasing gallium substitution. [Ref. 40, Fig. 3] 

438 kG at 4·2 K. Mixed phases of the type {EuxSm1-x}IG are most closely re
lated to the samarium garnet, but there is considerable spin canting, and 
indeed in SmIG itself the magnetisation is close to the [111] direction at 85 K. 

Chalcogenides 

The dependence of the chemical isomer shift on the interionic distance in 
Eu2+ sulphides and selenides has already been discussed. The shift and 
hyperfine fields in EuO, EuS, EuSe, and EuTe can be correlated empirically 
with the d- andf-character of the electron-conduction bands [43]. 

The sulphide EU3S4 can be formulated as (Eu2+Eu~+)S4 with all europium 
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cations occupying equivalent sites. Below 210 K the Mossbauer spectrum 
shows separate Eu2+ and Eu3+ resonances [44], but above this temperature 
motional narrowing occurs until a single line is found at about 300 K. This is 
illustrated in Fig. 17.10. Electron hopping takes place with an activation 
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Fig. 17.10 1
51Eu spectra of EU3S4. The solid lines are curves computed with a 

relaxation model whose time constant is T. Fast electron hopping occurs at high 
temperature causing an average spectrum to be seen. [Ref. 44, Fig. 1] 
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energy of 0·24 eV, so that electronic exchange increases rapidly with rising 
temperature. This phenomenon is not found in EU304 because it has a 
structure in which the Eu2+ and Eu3+ sites are not equivalent. 

Other Europium Compounds 
The 151Eu chemical isomer shifts of five Eu3+ chelates with ligands such as 
ethylenediaminetetraacetic acid are in the range -0,52 to -0,31 mm S-1 
[45]. All show an unusually large resonant effect at room temperature, a result 
of the lattice dynamics associated with this type of complex. A small partici
pation of the 4f-electrons in covalent bonding has been proposed. 

The thermal decomposition of Eu2(C20 4h.6H20 in air has been followed 
by several techniques including the 151Eu Mossbauer spectrum [46]. After 
straightforward dehydration there is further decomposition to a phase with 
empirical formula EuC03 • and then to EU202C03 and finally EU20 3 • 

However, the 151Eu resonance shows that the 'EuC03' phase is unequivocally 
a Eu3+ compound and is therefore not a simple carbonate. Eu2+ ions can 
only be produced if decomposition is carried out in a reducing atmosphere. 

The chemical isomer shift of Eu2+ . impurity atoms in a CaF 2 lattice de
creases by about 1·0 mm S-1 in the concentration range 0'5-3 mole %, 
thereafter remaining constant up to 10 mole % [47]. The lattice constant 
increases with increasing Eu2+ content, and it was originally proposed that 
the effect was a result of a decrease in the electrostatic pressure on the 
Eu2+ ions. EuF2 and CaF2 are isostructural with the fluorite lattice, but the 
latter has smaller cell dimensions. EuS and Cas are also isostructural, the 
calcium compound again having the smaller lattice. However, in this case the 
Eu2+ shift increases with increasing concentration which is opposite to expec
tation if electrostatic compression is the correct explanation for both cases 
[48]. 

The Eu2+ coordination is octahedral in CaS and eightfold cubic in CaF2 • 

This difference in coordination leads to a reversal in sign of the fourth-order 
and some higher terms in the cubic potential. The opposing trends observed 
can then be interpreted by a n-electron donation to the otherwise vacant 
5d-orbitals of the europium [48]. 

The 8St ground state of the Eu2+ ion has a low spin-lattice relaxation rate, 
and the spin-spin relaxation frequency becomes of the order of the Mossbauer 
state lifetime at concentrations of the order of 5% Eu2+ in a diamagnetic 
lattice. Consequently paramagnetic relaxation phenomena have been found 
for Eu2+ ions in both CaF2 and CaS [49]. In zero applied field at 4·2 K the 
lines are partially narrowed by isotropic spin-spin relaxation among elec
tronic or nuclear levels. but an external magnetic field causes electronic 
polarisation and an increased resolution of hyperfine components. 
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Metals and Alloys 
Europium metal is antiferromagnetic and its hyperfine spectrum was origi
nally used to deduce the excited-state spin and magnetic moment (see 
earlier) [22]. Specific heat data for europium metal had shown indications of a 
transition at 16·1 K. However, the Mossbauer spectrum featured an addi
tional paramagnetic component with a shift characteristic of Eu2+ at all 
temperatures above about 14 K [50]. Apparently the metal can become con
taminated with the hydride EuH2 during preparation, and it is the magnetic 
ordering of this phase at 16 K which was detected in the specific heat 
measurements. 

The temperature dependence of the internal magnetic field in europium 
metal shows a sudden collapse at 88·5 K where a first-order phase transition 
causes the field to fall from 40% of the saturation value to zero [51]. 

A systematic study of the Eu/Yb and Eu/Ba alloys has been made [52, 53]. 
In the ytterbium system, the Curie temperature falls from 90 to 5 K and the 
saturation field also falls from 265 to 160 kG as the ytterbium content in
creases from 0 to 92 at. %. The relationships are linear apart from a discon
tinuity at 50 at. % where there is a phase change. Similarly for barium the 
Curie temperature falls from 90 to 40 K and the field from 265 to 206 kG as 
the barium content rises to 50 at. %. However, the chemical isomer shift is 
not significantly altered. The sign of the magnetic field is known to be nega
tive from neutron diffraction data. Calculations suggest that a contribution 
of - 340 kG to the field in europium metal arises from core polarisation, 
that + 190 kG comes from conduction-electron polarisation by the atoms 
own 4f-electrons, and that -115 kG comes from conduction-electron polar
isation, overlap, and covalency effects from neighbouring atoms. 

Of alloys with transition metals, EUCU2, EuZn2, EuPt2, and EuPd2 give 
chemical isomer shifts in the range -9·5 to -8·8 mm s-1, which cor
responds roughly to a Eu2+ configuration (see Table 17.4), while EuPd3 and 
EuRh2 show positive shifts more consistent with Eu 3+ [54]. Although the 
similar shifts of the first four alloys suggest a similarity in the 6s-electron 
charge density, the wide variation in hyperfine field points to different spin 
densities from conduction-electron polarisation. 

The intermetallic compounds EuSi2 and EuGe2 are both magnetic at 
4·2 K and are generally equivalent to Eu2+ compounds [55]. 

EuSn3 and EuSn both show a magnetic interaction at 4·2 K, but more 
information comes from the 119Sn spectra which show two distinct tin sites 
in EuSn3 [56]. 

Europium-1S3 
On-off resonance experiments with the 103·2-keV transition of lS3Eu were 
made in 1960 [57], but the first Mossbauer spectrum was not reported until 
1964 [58]; the first 97·4-keV resonance was reported in 1965 [59], and the 
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83·4-keV in 1968 [60]. The 83·4- and 103·2-keV levels of lS3Eu are COIl

veniently populated by the lS3Sm parent, and the decay scheme is shown in 
Fig. 17.6. The 97·4-keV level is populated by the Ee decay of lS3Gd. In this 
case the 103-keV y-ray is also emitted, and the similarity in energies means 
that the observed spectrum is usually a superposition of the two components 
which have to be separated by computation. The source matrices adopted are 
the same as for lSlEu. 

The interference of the photoelectric effect and nuclear resonance absorp
tion which gave a dispersion term to the line-shape of 181Ta (see p. 508) also 
occurs in the 97·4-keV EI transition of lS3Eu. A small asymmetry has been 

Table 17.5 15lEu Mossbauer parameters 

Compound T/K 
Il (EuzOl) H/kG 

(e2qlSlQ,/h) Reference /(mms- 1) /MHz 

103-keV 
EUS04 4·2 +17·53(13) 29,54,65 
EuO 4·2 +14·50(12) 29 
EuB6 4·2 +16·20(11) 29,65 
EuS 4·2 +15·0(1·5) 63 
EuClz 4·2 + 17-0(10() 63 
EUZOl 4·2 -0·245(26) 65 
EuF3 4·2 +0·94(14) 65 
Eu 4·2 +10·30(26) 29 
EuAh 4·2 +13·5(4) 65 
EuAlz 4·2 +10·3(3) 62 
EuAl4 4·2 + 13-3(4) 62 
EuCuz 4·2 +9·8(4) 62 
EuPtz 4·2 +10·4(8) 62 
EuRhz 4·2 -2-1(5) 62 
EuPd3 4·2 -4-0(3) 

{636 -57} 
62 

EuIG 4·2 +0·42(7) 562 +38 
67 

97-keV 
EUS04 20 +15·1(1·5) 29,59 
EuS 4·2 +15·0(1·5) 29,63 
EuClz 4·2 + 17-0(1·0) 29,63 
Eu 20 + 11 o()(I·5) 29 
EuAlz 4·2 +9·3(5) 62 
EuAl4 4·2 +12·7(6) 62 
EuPtz 4·2 +9·4(6) 62 
EuRhz 4·2 -1·8(6) 62 
EuPd3 4·2 -3-1(4) 62 

83-keV 
EUS04 4·2 +0·65(22) 65 
EuB6 4·2 +0·35(14) 65 
EUZOl 4·2 +0·00(10) 65 
EuF3 4·2 -0·01(16) 65 
EuAb 4·2 +0·38(22) 65 
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detected for a 153GdF3 source with an EU203 absorber, but is absent as 
expected for the 103'2-keV transition [61]. 

Chemical isomer shifts for all four europium resonances have been mea
sured in a number of compounds. The 153Eu values are given in Table 17·5. 
Comparison of pairs of values for two transitions should show a linear 
relationship. An early attempt to verify this for the 151Eu and 153Eu (97 and 
103 keY) transitions in EUZ03, EUS04, and Eu metal disclosed a large 
deviation [59], but this was later shown to be a result of impurity in the 
metal [62]. 

The first value for ~<R2)103/~<RZ)97 was derived from data for EuClz, 
EuS, and EUZ03 and gave a value of 1·05(10) [63]. A good linear relationship 
has also been shown in seven compounds for 151Eu2106, 1S3Eu97 and 153EuI03 
[62]. Independent data [29, 64] gave ~<RZ)103/~<R2)Zlo6 = -5·67(3) and 
~<RZ)103/~<RZ)97 = + 1·09(6). By contrast chemical isomer shifts are 
small for the 83·4-keV resonance because the transition is a rotational 
one; however, they were observed for EUZ03 and EUS04 in 1968 [60], 
and comparison with the 103-keV resonance has given a value of 
~<RZ)83/~<Rz>103 = +0·025(8) [65]. 

The magnetic splitting of the 83-keV transition in EuIG is badly resolved, 
but, by using some of the parameters from the 103-keV data, the magnetic
moment ratio has been determined as 153p,83J153p,. = +1'18(4), which with 
153p,. = +1·529(8) n.m. gives 153p,83 = +1·80(3) n.m. [65]. 

The broad linewidth (10·7 mm S-I) ofthe 97-keV resonance also prevents 
resolution of the magnetic structure in europium iron garnet, but again using 
the known parameters it is possible to analyse the broadened envelope 
numerically [66]. The ratio 153p,97J153p,s is 2,10(15) from which 
153p,97 = +3·21(22) n.m. 

Better resolution can be achieved with the 103-keV transition. The first 
analysis gave a field of 600 kG and 153p,103 = +2·01(4) n.m. [58]. A more 
detailed study has taken into account the two europium sites [67]. The para
meters derived at 4·2 K are given in Table 17·5. The ratios 

153p,103/153p,1 = 1·332 and 153QI03/153 QIl = 0·522 

give values of 153p,103 = 2·04 n.m. and 153QI03 = +1·5 barn. A third 
analysis gave Heff = 632 kG and 153p,103J153p,1 = +1·25(4) [65]. 

The magnetic field at Eu3+ ions measured by the 103-keV resonance in 
rare-earth garnets doped with 2'5% 151Sm (M3Fe5012, M = Gd, Tb, Dy, 
Ho, Er, Eu, Tm, Yb, Lu, Y) increases by only 8% in that order [68]. Identical 
fields in YIG and LuIG in which the rare earth is diamagnetic show that the 
rare-earth-iron exchange interaction is insensitive to the lattice parameters 
which differ by I %. However, in the series as a whole, the Eu3+ /rare-earth 
exchange interaction does alter and the field shows a linear dependence with 
the spin moment of the host, <S) = (gJ - 1)0). As already seen for the 
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151Eu resonance the SmIG spectrum is different because it is the only one to 
magnetise in the [110] direction instead of [111]. 

A source of the alloy SmFe7 has shown a very large hyperfine splitting of 
the 103-keV resonance as shown in Fig. 17.11 [69]. The magnetic field is 

1·0000 

0·9990 

-30 o 
Veiocity/{mm 5-1) 

Fig. 17.11 The l03-keY 153Eu resonance from a source of 153SmFe, at 4·2 K. The 
contribution to the spectrum by Sm203 impurity is shown as a dotted line, and the 
solid curve is a theoretical fit using the parameters described in the text. [Ref. 69, 
Fig. 1] 

1337(10) kG with an electric field gradient of e2q/4h = -96(8) MHz/barn. 
The ratio of the magnetic moments is 153/LI03j153/Lg = 1·335(7) with 
153QI03j1S3Q. = 0·524(25). The large field was considered to arise from the 
exchange interaction (-1635 kG), core polarisation (-190 kG) and con
duction electrons (+490 kG). Large fields were also found in Sm2Co17 
(1544 kG) and Sm2Ni17 (360 kG). 

17.6 Gadolinium (ls4Gd, lS5Gd, 156Gd, lS7Gd, 158Gd, 160Gd) 

Gadolinium is unique in having eight known MBssbauer resonances in six 
isotopes: 

lS4Gd: 123.07-keV 
lssGd: 6O·00-keV, 86·S4-keV, and 105·32-keV 
156Gd: 88.97-keV 
157Gd: 64·o.keV 
158Gd: 79.S1-keV 
16°Gd: 7S'3-keV 

none of which unfortunately is easy to observe. Most require difficult and 
expensive experimentation, or do not show resolved hyperfine effects. Con
sequently little chemistry has been done beyond determining some of the 
nuclear parameters of interest. The chemistry of gadolinium centres around 

[Refs. on p. 590] 



GADOLINIUM I 559 

the GdH ion, which being in the 8St configuration does not show a valence
electron contribution to the electric field gradient, and consequently quadru
pole interactions are small. 

For the four lighter isotopes 154,155,156,157Gd the radioactive precursor is 
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Fig. 17.12 Decay schemes for the six gadolinium isotopes. 

usually a europium isotope. The Mossbauer level of 156Gd can also be 
populated by EC decay of 156Tb [70]. The decay schemes are complex and 
are shown in simplified form in Fig. 17.12. Coulomb excitation has been 
used for 156,158,160Gd, and in situ Gd(n, y) reactions for 156,158Gd. 
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The 123'O-keV resonance of Is4Gd is very weak (.-,0,02%) even at 4·2 K, 
but chemical isomer shifts have been recorded. Initial data using a 154Eu203 
source and absorbers of Gd20 3 and GdAl2 were inconclusive [71], but later 
results from a 154EuF3 source gave the values shown in Table 17.6 [72]. 

Table 17.6 Chemical isomer shifts in gadolinium at 4·2 K 

Compound 

GdF3 
Gd20 3 

GdAh 
GdFe2 
Gd 
GdCh 
GdOOH 

a (15 4 Gd)a 
/(mm S-I) 

+0'12(7) 
+0'30(16) 
+ 1'02(19) 

a relative to EuF3 [72]. 

a (155Gd)h 
/(mms- I

) 

+0'11(2) 
+0'10(3) 
-0,01(2) 
-0'39(2) 
-0'43(2) 
+0'12(2) 
+0'11(2) 

a (I 56Gd)C 
/(mm s-') 

-0'04(2) 

+0'01(2) 

+0'16(3) 
-0·02(2) 
-0'05(2) 

b data refer to the 86'5-keV transition, relative to SmAh [72, 83]. 
C relative to SmAh [83]. 

Comparison with 15SGd (86-keV) data gave 
lS4~<R2>/155~<R2>86 = -2.62(60) 

from whence 154~<R2> I<R2> = +7·5(2'3) X 10-4 was derived~. 
The 60·0- and 86·5-keV resonances of IssGd were first recorded in 1966 

[73, 74]. All three Mossbauer levels (the third being the 105'3-keV) are popu
lated by (J--decay of 155Eu. The 6O-keV resonance with an EU203 source 
and Gd20 3 absorber shows no structure because of the very broad linewidth 
(19 mm S-I). The 86'5-keV resonance gives a quadrupole splitting in Gd20 3 
which closely approximates to a two-line spectrum. This led to an initial 
assignment of Ie = t for the excited-state spin quantum number [73, 75]. 

However, this assignment has been shown to be incorrect. Considerable 
confusion surrounds the hyperfine structure of this resonance, but there can 
now be little doubt that the spin is Ie = t. The excited-state quadrupole 
moment is small so that the doublet splitting arises from the I. = t ground 
state. Computer analysis of data for GdF3 and GdCI3.6H20 proved incon
clusive in establishing the value of Qc [76]. Magnetic hyperfine splitting in 
gadolinium metal was also unresolved. The spectra of Gd metal and GdAI2 
for the 155Gd (86·5-keV) resonance from one report [77] are very different in 
character to those in succeeding works [78, 79]. Analysis of data from a 
e55Eu)Sm203 source and a GdFe2 absorber has given 155#86 = -0·53(5) 
n.m. [79]. Probably the most accurate data available are those shown in 
Fig. 17.13. The spectrum of 15SEu in an Sm203 source matrix with a single
line GdRh2 absorber clearly shows the quadrupole splitting of the excited 
state [78]. A better source matrix is SmH2 which is, however, still split, but 
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it did allow analysis of the quadrupole splitting in GdF3.tH20. The 
quadrupole moment ratio is IS5QS6J1 5S Qg = 0'12(1). Similarly the 
magnetic spectrum of GdFe2 gave 155"'s6J1 55",g = 2'23(2) which with 
155",g = -0,254(3) n.m. gives 155"'S6 = -0·515(1) n.m. 

Although it was originally reported that large magnetic fields could be 
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Fig. 17.13 The 86'S-keV lssGd resonance showing quadrupole and magnetic split
ting. In all cases the source is also split by quadrupole interaction. [Ref. 78, Fig. 1] 

induced at gadolinium nuclei in Gd metal or GdFe2 by applying an external 
magnetic field [SO], this has since been shown to be in error [SI]. The internal 
field in GdFe2 is 430 kG and in Gd metal is 305 kG. The origins of the 
hyperfine field have been discussed [S2]. 
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Less data are available for the 105'3-keV 15sGd resonance, although the 
excited-state spin of Ie = t has been confirmed [79]. Quadrupole splitting in 
GdAlz gives 15sQlosjI55Qg ___ I·0. The magnetic spectrum of GdFez has not 
been analysed unambiguously, and values for 155p,105 of +0·13(4) n.m. and 
-0·38(6) n.m. are both feasible on present evidence. 

Chemical isomer shifts have been measured in five compounds using the 
86'5-keV 155Gd and the 1s6Gd resonance with a source of SmAl3 con
taining 155.156Eu [83]. Values are given in Table 17.6. The linear inter
relationship gives 156c')<RZ)jIS5c')<RZ)S6 = -0·36(6). From estimates of the 
s-electron density difference between Gd3+ and Gd metal the values 
1ssc')<RZ)/<RZ)S6= -3'0(8) X 1O-4 and 1S6c')<RZ)/<RZ) = +1'0(3) x 10-4 

were deduced. 
The 64-keV level of 157Gd has a lifetime of 460 ns, giving it a very narrow 

naturallinewidth of only 0·0093 mm S-1; the resonance was first reported in 
1966 [84]. The 157Eu parent has a short lifetime of 15·4 h and the 
15sGd(y, p) 157Eu preparation requires separation of the required source 
activity from other contaminants. The combined quadrupole splitting of the 
Gdz0 3 source and absorber from the t, t El transition gave line separations 
an order of magnitude greater than the linewidth. 

Later work has used EuFz and Ceoz source matrices which give single 
albeit broadened emission lines [76], but although well-resolved quadrupole 
splitting was found in GdF3, it is difficult to obtain statistically good spectra. 
The ratios 157 Qe/1S7 Q. = 1·78(4) and 155Q. (86 keV)jI57 Qg = 0'78(6) were 
found, from which 157 Q. = 1,67(27) barn. A small chemical isomer shift 
was found between GdF 3 and an EuF z source. 

The 15sGd resonance can be observed following neutron capture in 
157Gd at 21 K. The targets used were Gd metal, Gdz0 3, or Gdo,03 YO'97A1Z 
[85, 86]. Unresolved magnetic hyperfine splitting is found in Gd metal 
and GdN. The magnetic field at the latter can be estimated to be 359 kG 
from other data, leading to a value for the field in Gd of 312 kG and 
15Sp,e = +0'770(44) n.m. Small unresolved quadrupole splittings were 
seen in Gd, GdF3, and GdCI3, and the chemical isomer shifts relative to Gd 
metal were within experimental error. The neutron capture technique has also 
been used for 1s6Gd using Gd or Gdz0 3 targets [86]. 

Coulombic excitation by 3-MeV protons has been used for several of the 
gadolinium levels [75, 87]. In each case the target was Gdz0 3 at 4·2 or 77 K 
enriched in the appropriat~ isotope. The 156.158.160Gd resonances showed 
unresolved quadrupole splitting which was analysed to give the ratios 
1S6Qe/1SS Qg = 1'04(2), 15SQejISSQ. = 1-14(2), and 160Qe/155 Q. = 1-18(2). 
The 60-keV 155Gd resonance in Gdz0 3 showed no hyperfine structure because 
of the large linewidth. 
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17.7 Terbium (1s9Tb) 

The 58·O-keV resonance in 1s9Tb suffers from the disadvantage of a very 
large natural linewidth (36 mm S-1). Initial measurements in 1966 used both 
the 1s9Gd and 1S9Dy parents (see Fig. 17.14) in the form of the respective 
sesquioxides, the gadolinium isotope giving the better results {88]. A reso
nance was found in Tb40 7 , TbzCC03)3, and Tb metal at 80 K. However, as 

EC 

Fig. 17.14 Decay scheme for 159Tb. 

might be anticipated no hyperfine effects were resolved. Essentially similar 
data were given independently for Tb20 3, TbAI2, TbFe2, and Tb metal 
[89]. The broad envelopes of the TbFe2 and Tb spectra were attributed to 
ferromagnetic hyperfine structure. Analysis by computer suggested a value 
for fte of +1'50 n.m., but this was not considered to be unambiguous. 
Interest in the resonance appears to have lapsed. 

17.8 Dysprosium (16°Dy, 161Dy, 162Dy, 164Dy) 

Dysprosiu~has six known Mossbauer resonances: 

160 Dy: 86·79-keV 
161Dy: 25·65-keV, 43'81-keV, and 74'57-keV 
162Dy: 80.7-keV 
164Dy: 73.392-keV 

but only one of these, the 25'65-keV resonance in 161Dy, has been exten
sively studied. It was first reported in 1960 for a 161Gd20 3 source and a 
DY203 absorber, the observed linewidth being two orders of magnitude 
greater than the natural width [90]. This early work was repeated and con
firmed by several laboratories [91-93], and the presence of paramagnetic 
relaxation in the oxide matrices even at room temperature was realised. 
The interpretation of some early data at higher temperatures, where relaxa
tion is expected to be less important [94], in terms of resolved magnetic 
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splitting of the source appears inconsistent with later work on dysprosium 
relaxation. 

The decay schemes for the various isotopes are given in Fig. 17.15. The 
25·65-keV 161Dy resonance will be discussed first. It has proved very popular 
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Fig. 17.15 Decay schemes for dysprosium. 

for several reasons. The recoil-free fraction in most absorbers is adequate for 
experimentation at room temperature, which means that sources can be 
used under these conditions. Hyperfine splittings can be as much as three 
orders of magnitude greater than the naturallinewidth, and the spin-states of 
I. = t, Ie = t produce enough lines to allow detailed interpretation. Para-

[RejS. on p. 590] 



DYSPROSIUM I 565 

magnetic relaxation effects are often seen at low temperatures, although these 
can cause other problems such as unwanted broadening of the source emis
sion line. However, it is experimentally easier to recQrd a large hyperfine 
splitting using a partially broadened source. Relaxation broadening is found 
for example in a Gd20 3 matrix at room temperature activated by the 
16°Gd(n, y)16 1Gd(fJ- 3·7 m)161Tb reaction. DyF3 as an absorber gives a 
narrow line, but unfortunately activated 161GdF3 as a source does not. 
However, the compromise of a mixed fluoride DyGdF6 is very successful, 
and a detailed preparation procedure has been given [95]. Other source 
matrices which have been used include 161Gd in magnesium [96] and copper 
[97]. 

The dispersion term in the resonance line of an El transition first detected 
in 181Ta has also been reported in the 25'65-keV 161Dy resonance, although 
in this case the effect is much smaller [98, 99]. 

The ground state of the Dy3+ ion is 6 H'z', and in many paramagnetic 
compounds it is the I Jz = ± 125> Kramers' doublet which lies lowest in the 
J = 125 manifold. Substantial data on this system are already available from 
the electron-spin resonance technique. The maximum principal value that 
an anisotropic axially symmetrical g = tensor can have in the free ion is 
gz = 19·6, gx = g" = 0, which gives a maximum magnetic field contribution 
of 161f-tJlNHerr/(Ih) = -826 MHz. This corresponds to a field of 5740 kG, 
but because of the close correlations with e.s.r. data it has become customary 
to quote internal magnetic fields in MHz (the expression 161f-tgf-tNHerr/(Ih) is 
often written as goPNH/h or in abbreviated form as goPNH). Similarly the 
quadrupole coupling constant e 2q161Qa is given in MHz (100 MHz = 4·836 
mm S-l for the 25·65-keV transition in 161Dy). 

The free-ion value of Hefr is frequently found in compounds with slow 
relaxation rates where the magnetic interactions involve dysprosium only, 
but variations are found for example where the compound contains a 3d
transition metal such as iron. The highly anisotropic g-tensor of the Dy3+ 
results in slow relaxation such as is usually only expected for magnetically 
diluted solids. Increase in temperature causes population of the excited-state 
Kramers' doublets and a collapse of hyperfine structure, detailed theory for 
which has been given [100]. Magnetic ordering of the Dy3+ ions generally 
splits the ground-state I ±¥> doublet, but causes little mixing in of the 
excited-state electronic levels. Consequently the hyperfine spectra below and 
immediately above the ordering temperature are often identical. 

Several values for the ratios of the excited- and ground-state magnetic and 
quadrupole moments have been measured, and these are listed in chrono
logical order in Table 17.7. Taking the value of 161f-te = -0·472(13) n.m. 
and 161f-t26j161f-t. = -1,25(3), one obtains 161f-t26 = +0·59(3) n.m. 

In presenting results for particular compounds it is more convenient to use 
the order: oxide systems; other Dy3+ compounds; and alloys. 
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Table 17.7 Nuclear constants for dysprosium-161 

Compound /Le/ /L. Qe/Q. Reference 

25'65-keV 
DY3FesOu(DyIG) -1'14(15) 0,75(40) 97 
Dy. DyFez. DyAlz -1-19(5) 0'95(10) 101 
Dy3AhOlz(DyAlG) -1'21(2) 0'98(3) 100 
161Dy/Gd -1'2(1) 0'85(1) 102 

74'57-keV 
Dy +0'84(5) 0'48(4) 96 
Dy +0'852(12) 0'60(5) 103 
Dy(N03h5HzO +0'828(12) 0'58(4) 104 
Dy3AlsOu(DyAlG) +0'84(3) 0'56(4) 105 

Dysprosium Oxides 

In the orthoferrite DyFe03 the iron sublattice orders magnetically at 653 K, 
but the dysprosium lattice remains paramagnetic above about 4· 5 K at which 
temperature antiferromagnetic ordering occurs. Between 5 and 50 K the 
16

1Dy spectrum shows a well-resolved magnetic spectrum, the parameters 
of which are given in Table 17.8 [106]. Using the effective field approximation 

Table 17.8 161Dy (26-keV) parameters in dysprosium compounds 

Compound T/K K. 
{161 /L./LNHerr/(lh)} ieZq161Q. 

Reference /MHz /MHz 

DyFe03 5 19'7 -830(20) +435(20) 106 
DyCr03 4·2 -806(20) +420(20) 107 
DyIG(a) 85 -400(40) +120(30) 97 

300 -84(2) <20 97 
DyAIG(b) 4·2 18·2 -769(15) +370(15) 100 
DYzOJ 4·2 17·2 -727(10) +290(30) 113 
DYz(Mo04h 4·2 18'9 -799(10) +500(30) 113 
DyMnzOs 4'2 19'7 -830(10) +436(30) 113 
DyEs(e) 4·2 10·75 -446(12) -158(6) 111 
Dy-oxalate 4'2 18'6 -787(10) +575(30) 113 
Dy-acetate.4HzO 4'2 18·9 -796(10) +625(30) 113 
DyF3.5HzO 4'2 18·6 -785(10) +525(30) 113 
DYZ(CO)3 4·2 18·6 -780(10) +550(30) 113 
DyCh.6HzO 4·2 16·0 -675(10) +375(30) 113 
Dy(N03h.6HzO 4'2 IN -734(10) +500(30) 113 
DyP04 .5H2 O 4·2 18·8 -795(10) +575(30) 113 

(a) dysprosium iron garnet Dy3FeS012' 
(b) dysprosium aluminium garnet DY3AIs012. 
(e) dysprosium ethyl sulphate. 

for the energy levels one expects the ground state for the Dy3+ ion to be the 
I Jz = ± ll> Kramers' doublet at low temperature. The electric field gradient 
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(!e2q161QII) from such a state has been estimated to be 630 MHz, so that the 
observed value of 435 MHz implies a contribution from the crystal lattice of 
-195 MHz. The values for gz and the magnetic interaction of 19·7 and 
-830 MHz are very close to those for the free ion with Jz = ±¥. Above 
50 K the increase in the thermal popUlation of excited electronic levels 
causes a rapid decrease in the spin relaxation time and a collapse of the 
spectrum to a single line. The quadrupole splitting is only detected in the 
magnetically split spectrum. 

The orthochromite, DyCr03, is paramagnetic above the Neel temperature 
of 2·16 K, but at 4·2 K a well-resolved magnetic hyperfine spectrum is seen 
because of a long paramagnetic relaxation time [107]. The parameters (Table 
17.8) correspond closely to those for DyFe03. The spin relaxation time of the 
Dy3+ decreases rapidly with rising temperature, falling from 7 ns at 20 K to 
0·05 ns at 78 K. The result is a complete collapse of the magnetic hyperfine 
spectrum so that the room-temperature spectrum is seen as a single line. This 
behaviour is clearly illustrated in Fig. 17.16. 

Dysprosium iron garnet, DY3Fes012 (or DyIG), is ferromagnetic and gives 
a magnetic hyperfine splitting (see Table 17.8) [97]. Although the internal 
magnetic field is expected to decrease with rising temperature, the quadru
pole interaction also diminishes because of a differing thermal population of 
the various Jz states split by the magnetic field which, in DyIG is well below 
the free-ion value, and may be taken to indicate the crystal-field interaction 
to be stronger in this case. 

The spectra of dysprosium aluminium garnet (DyAlG) show similar effects 
to DyCr03, with a resolved magnetic spectrum below 20 K which does not 
change on passing through the Neel point at 2·49 K [100]. The relaxation time 
decreases from 10 ns at 4·2 K to 3 ns at 20 K. 

Dysprosium gallium garnet is unique in that it shows a single line 
resonance even at 4·2 K because of an unusually fast spin-spin relaxation 
time [108]. 

DY203 contains two distinct Dy sites, but these are not clearly distinguished 
in the Mossbauer spectrum. The paramagnetic hyperfine spectrum features 
only slight motional narrowing at 20 K, which implies an unusually long 
relaxation time [109]. 

Residual broadening is still present at room temperature. A theoretical 
treatment has given a satisfactory explanation of the long relaxation times 
[110]. 

Other Dysprosium Compounds 

Dysprosium ethyl sulphate [Dy(C2HsS04h.9H20, or DyES] is unusual in 
that it shows a paramagnetic hyperfine interaction considerably less than that 
of the free ion (Table 17.8) [111]. Single-crystal measurements confirm that 
the magnetic field coincides with the crystal c axis and is collinear with the 
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Fig. 17.16 The 25'65-keV 161Dy resonance in DyCr03' Increasing temperature 
causes a reduction in the spin relaxation time and a complete collapse of the spec
trum. [Ref. 107, Fig. 1] 
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axially symmetric quadrupole interaction. The magnetic field at 4·2 K of 
-446 MHz agrees with the gz value of 10·75. The ground-state 4f-wave
functions for DyES are accurately known, and contribute only -38 MHz to 
the observed quadrupole effect. The remaining -120 MHz derives from 
'lattice' contributions. Detailed calculations of the relaxation phenomena 
below 14 K have been made and reproduce accurately the spectra observed 
in practice [I 12]. 

The paramagnetic hyperfine spectra of dysprosium oxalate DyiC20 4)3, 
dysprosium acetate Dy(CH3C02h.4H20, DyF3.5H20, Dy(N03)3.6H20, 
DyP04 .5H20, DY2(Mo04)3, and DyMn20 5 are comparable with DyFe03 

[113]. All show a highly anisotropic g-tensor with gz close to the limit of 
19·6 for a I Jz = ± ll> doublet. The electric field gradient is axially sym
metrical and collinear with the hyperfine field in each case. DY203 and 
DyCh.6H20 show substantial differences from the others and presumably 
have more complicated ground states as found in DyES. The spectrum for the 
acetate is not that predicted from previous e.s.r. results which are now held 
to pertain to a minority constituent in the acetate, the ground state for the 
principal species being non-resonant. 

The Dy2+ ion has been detected in CaF 2 doped with Dy3+ and reduced 
electrolytically [131 The chemical isomer shift is about -7 mm S-1 relative 
to Dy3+ in DyF3, and this value was used to estimate the conduction-electron 
density in Dy metal. 

Chemical isomer shifts are rarely reported for Dy3+ compounds because 
they are small compared to any magnetic splitting. However, a small number 
have been measured at room temperature where the resonances are narrower 

Table 17.9 Chemical isomer shifts for 16
1Dy (26-keV) at room temperature 

relative to Dy F 3 [114] 

Compound ll/(mm S-l) Compound 1l/(mms- 1) 

Dy 3,05(8) DyH2 ' 08 0·50 
DyN 0'85 DyF3 O·()() 
Dy203 0·56 DyF3.tH2O -0,04 
DyH2'90 0'55 DY2(S04h.8HzO -0,46 

and these are given in Table 17.9 [114]. They were interpreted in terms of 
partial covalent bonding, but no serious systematic study has been made. 

Frozen aqueous solutions of Dy(CI04 h show a drastic reduction in the 
recoil-free fraction at 183 K, similar to the effects seen with 57Fe and 119Sn 
(pp. 140 and 393) as a result of structural change in the water [115]. 

Metallic Systems 

Dysprosium metal is ferromagnetic below 85 K, antiferromagnetic between 
85 and 178·5 K, and paramagnetic above this. The low-temperature magnetic 
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spectrum is typical of the Dy3+ free ion in a Jz = ¥ state and a typical 
spectrum measured at 77 K is shown in Fig. 17.17 [96]. The observed 
temperature dependence of the hyperfine field shown in reduced form in 
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Fig. 17.17 The 25·65-keV 161Dy resonance in Dy metal at 77 K. The solid line is a 
computed curve. [Ref. 96, Fig. 2] 
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Fig. 17.18 The reduced values of the magnetic dipole, H(T), and electric quadrupole 
splittings, q(T), in Dy metal as a function of temperature, T. The solid lines repre
sent predictions based on a ftee-ion model, and TN is the Neel temperature. [Ref. 96, 
Fig. 3] 

Fig. 17.18 agrees to a first approximation with the prediction of this model. 
Similarly the temperature dependence of the quadrupole splitting which is 
produced by thermal excitation within the Jz states split by the exchange 
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field can be reproduced. No discontinuity occurs at the ferromagnetic
antiferromagnetic transition at 85 K. 

A large number of dysprosium intermetallic compounds are magnetically 
ordered at 4·2 K and show a magnetic splitting very close to the free-ion 
value (see Table 17.10) [101,116,117]. The quadrupole interaction, ie2qQ, is 

Table 17.10 161Dy (26-keV) parameters in metallic systems 

Compound P61 JL• JLNH.rr/(Ih)}* li/(mm S-l)t 
/MHz Reference 

Dy -826 1·9 116 
DyAh -838 0·55 116 
DyMn2 -826 1-65 116 
DyFe2 -942 1·8 116 
DyCo2 -859 1'7 116 
DyNi2 -814 1-9 116 
DyCU2 -826 -0,2 116 
DyGa2 -834 -0·4 116 
DyRu2 -826 1·0 116 
DyRh2 -814 1-2 116 
Dy1r2 -842 0'3 116 
DyPh -834 0·45 116 
DyFes -892 0·8 116 
DyCos -867 0'5 116 
DyNis -790 0·65 116,118 
DyNi -842 1-45 116 

DYsSi3 -846 0·86 120 
DYSGe3 -850 0'58 120 
DySi2 -838 -0'73 120 
DyGe2 -854 -0,98 120 

* At 4'2 K. 
t Measured at higher temperature; relative to DY203' 

in the range 560 to 680 MHz in all cases, close to the value of 630 MHz for 
the free ion. The spectra at 77 K and 300 K are all single lines and allow 
measurement of the chemical isomer shifts. These show distinct differences 
according to whether the other metal is a 3d .. , 4d-, or 5d-transition metal, and 
it may be presumed that this is a result of a basically different behaviour 
in the conduction band. 

More extensive temperature-dependence studies have been made on DyCos 
and DyNis [118]. The effective field in DyNis is higher than that predicted 
from magnetic susceptibility measurements and shows that the nickel sub
lattice contributes to the total magnetisation by antiferromagnetic coupling. 
The temperature dependence of the relaxation in DyAI2' DyNi2, and DyC02 
has also been studied in more detail [I 19]. 

The intermetallic compounds DYSGe3, DYsSi3, DyGe2, and DySi2 also 
show parameters close to the free-ion values at 4·2 K [120]. 
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Although the gadolinium Mossbauer resonances are not easy to study, it is 
possible to gain information from 161Dy impurity atoms in gadolinium 
compounds. A source of 161Gd in gadolinium metal at 5 K gives a 161Dy 
magnetic splitting [121]. Part of the spectrum collapses to a single line at 
30 K, but the greater part remains magnetic until the Curie point of the 
gadolinium. It was suggested that the decay of the 161Tb intermediate 
nucleus results in two distinct electronic configurations about the 161Dy 
daughter atom, which is unusual for a metallic matrix. The data for the 
temperature dependence of the hyperfine field have recently been analysed in 
more detail [122]. Each Dy impurity atom appears to reside on a regular 
Gd lattice site and the exchange field between Dy and Gd is effectively the 
same as that between Gd and Gd. With these assumptions a satisfactory 
simulation of the experimental data can be given. 

Other Dysprosiom Isotopes 

Initial work on the 161Dy 74·57-keV resonance in DY203 did not give 
unambiguous data for the magnetic hyperfine structure [92]. An improve
ment in the 'signal-to-noise' ratio of the detection system was obtained by 
counting in coincidence the two I'-rays emitted in cascade in a proportion of 
the total decays by an absorbing nucleus after excitation [123]. The method 
suffers from the obvious disadvantage of requiring a high-intensity source to 
achieve a satisfactory counting rate. 

More successful data accumulation was obtained using a 161Tb/magnesium 

-40 -30 -20 -10 0 10 
Velocity/ (mm S-l) 

Fig. 17.19 The 74'57-keV 161Dy resonance in Dy metal at 4·2 K. [Ref. 96, Fig. 4] 
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source and dysprosium metal at 4·2 K [96]. As seen in Fig. 17.19 the magnetic 
hyperfine structure is still unresolved, but with the ground-state parameters 
accurately known from the 26-keV data it proved possible to perform a 
computer analysis. The nuclear constants are given in Table 17.7. Basically 
similar independent data for Dy metal [103] Dy(N03)3.5H20 [104], DyAIG 
and Dy metal [l05] confirmed this analysis. DyF3.!H20 and DyNi2 gave 
single line resonances with a relative shift of 0·9 mm S-1 [104]. This is ener
getically equivalent to the shift in the 26-keV resonance, so that b<R2) is 
approximately the same for both transitions. 

The 43'8-keV 161Dy transition was not recorded until 1969 when it was 
observed following Coulomb excitation of 161Dy in a DY203 target at 80 K 
with 3·3-MeV at-particles [124]. DY203 and DyIG absorbers showed para
magnetic relaxation broadening at low temperatures, but no analysis for the 
excited-state nuclear parameters was attempted on the preliminary data. 

The first major report of the 160Dy resonance in 1965 [125] introduced the 
source matrix Tbo.2 Yo.sAI2, which is close to a single-line source at 25 K. 
DyF3 as absorber at 20 K showed a single line. DY203' (16°Dy)Fe2Tb, and 
DyIG all showed five-line hyperfine patterns (I. = 2, I. = 0), the last named 
having two inequivalent sites which had not been distinguished earlier in 
161Dy. Analysis by comparison with 161Dy data gave a value for 160#. of 
+0'74(7) n.m. Independent work with a Tbo.osLao'9sAl2 source at 20 K and 
a DY203 absorber also gave 160#. = 0'74(8) n.m. [126]. 

The 80·7-keV level of 162Dy has no radioactive parent, but can be studied 
by an in situ 161Dy(n, y)162Dy reaction [103]. A DyF3 target and a 
DyCI3.6H20 absorber gave a partially resolved five-line spectrum, and 
analysis gave 162#. = 0'74(8) n.m. 

Coulombic excitation of a 164DY203 target gave well-resolved hyperfine 
structure in DY203 at 4·2 K [127, 128], but as the velocity range scanned did 
not include all the component lines no calculation of the magnetic moment 
was made. 

An alternative method for observing this resonance is to use the 37-m 
decay of 164Ho [129,130]. This can be prepared in a matrix of HoAl2 by the 
16SHo(y, n) 164Ho reaction, the emission line being un split. Analysis of the 
five-line spectrum of DyIG gave the values 164#./161#. = -1,78(8) and 
164Qe/161 Qa = -0·83(7). 

17.9 Holmium (16sHo) 

A report ofa 94·70-keV resonance in 16SHo appeared in 1966 [131]. The decay 
scheme is comparatively simple (Fig. 17.20), but the source lifetime is short 
and the natural linewidth of 96 mm S-1 is too large to expect resolved 
hyperfine effects. Consequently the resonance in 16SH020 3 is a single line, 
and no further attempt has been made to develop the use of this resonance. 
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~ .......... -9HOkeV 

Fig. 17.20 The decay scheme for 165Ho. 

17.10 Erbium (164Er, 166Er, 167Er, 168Er, 170Er) 

There are five erbium MOSsbauer resonances: 

164Er: 91.5-keV 
166Er: 80·56-keV 
167Er: 79·32-keV 
168Er: 79'8-keV 
170Er: 79'3-keV 

and the appropriate isotope decay schemes are shown in Fig. 17.21. The 
short-lived 164Ho isotope can be used to populate the 91'5-keV level of 
164Er. The compound HOAl2 which has cubic symmetry provides a satis
factory, narrow emission line provided that it is kept above its Curie tem
perature of 25 K [130, 132]. At 4·2 K an absorber of ErCI3.6H20 shows a 
well-resolved five-line spectrum from paramagnetic hyperfine relaxation. 
The 0+ --? 2+ transition has a magnetically split excited state because of a 
long spin-spin relaxation time. Comparison with similar spectra for 166Er 
(see later) allows a direct determination of the ratio of the excited-state mag
netic moments 164fle/166fle = H03(15), from which 164fle = 0'700(24) n.m. 

The 166Er resonance was first detected in an 'on-off' experiment [57]. 
Early Mossbauer spectra obtained at 20 K using an H020 3 source and an 
Er203 absorber were of poor quality [133, 134], and in the light of later data 
were probably misinterpreted [135]. The 166H020 3 source suffers from line 
broadening, and better results can be obtained with 166HoA12, although the 
high energy of the iI-ray necessitates cooling below room temperature to 
obtain an adequate recoilless fraction. 

The paramagnetic hyperfine spectrum at 4·2 K of ErC13.6H20 has five 
well-resolved lines for both 166Er and 168Er. This is illustrated in Fig. 17.22; 
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Fig. 17.21 The decay schemes for erbium. 

the sources used were 166HoAl2 and 168TmAl2 respectively [136]. Compari
son of a 166Er spectrum with data from e.s.r. measurements on 167Er in 
ErCh.6H20 had already given a direct evaluation of the excited-state 
moment of 166Er as 166/te = 0'624(20) n.m. [137]. Comparison with the 
168/te data then gave 168/te/166/te = 1'042(8), from which 168/tc = 0·662(20) 
n.m. 

In nearly all cases of rare-earth paramagnetic hyperfine structure the long 
relaxation time necessary for observation is associated with a highly aniso
tropic hyperfine tensor. For general symmetry this is of the form 

£' = AzSzlz + !AxS+ L + !AyS_I+ 
and when Az > Ax, Ay all but the first term may be omitted. Under these 
conditions, which also apply to magnetically ordered systems because the 
magnetisation is highly anisotropic, the level with spin I splits into 21 + 1 
equi-spaced levels. Thus in ErC13.6H20 the Ie = 2 state splits into five levels 
with equal separation (any quadrupole interaction being small). This is 
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usually referred to as the effective-field approximation because of its analogy 
to the magnetically ordered system. If the A tensor is not highly anisotropic 
the spin-spin relaxation time is short and the hyperfine splitting is not seen . 

. 
100"·~.,...a,ot."". 

. ... .. .. . ~ ... , 

99'6 

Fig. 17.22 Mossbauer spectra for ErCh.6H20 using the 80·56-keV 166Er transition 
(source HoAb)~d the 79'8-keV 16sEr transition (source TmAb). [Ref. 136, 
Fig. 1] 

However, in a magnetically dilute system it is possible in principle to slow 
the spin-spin relaxation to the point where hyperfine structure is seen, and in 
this case the matrix elements involving S+ and S_ (i.e. a mixing of different 
electronic states) cause an unequal spacing of the hyperfine levels. 

This phenomenon is appropriate to the paramagnetic hyperfine spectra of 
magnetically dilute iron phases, and contrasts with the magnetically con
centrated rare-earth paramagnetic hyperfine spectra where the effective
field approximation holds. However, it is possible to revert to the former 
situation by magnetic dilution. This has been shown in erbium ethyl sulphate 
diluted with the corresponding yttrium salt [I38]. The hyperfine tensor was 
already known from e.s.r. data to be less anisotropic than usual, and the spec-
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trum of a 2·4 at. % 166Er sample is shown in Fig. 17.23. The five component 
lines are unequally spaced, and the possibility of a quadrupole interaction 
as an alternative explanation was eliminated by calculations. 

ErFe03 is antiferromagnetic below 4·3 K and ferromagnetic below 
640 K. The five-line 166Er spectrum observed at 1·5 K is narrowed by relaxa
tion effects at 3·4 K and becomes a single line by 4·2 K [139]. Spin relaxation 

.. 
I • 

100-0 ••• 

• 
99'9 • • 

Fig. 17.23 The spectrum at 4·2 K of a sample of (Er2"4.Y 97'6) (CZH 5S04h.9HzO 
showing the unequally spaced lines of the paramagnetic hyperfine spectrum caused 
by a breakdown of the effective-field approximation. [Ref. 138, Fig. 1] 

in a magnetically ordered system is less common than paramagnetic relaxa
tion, and a model has been described which simulates the observed behaviour 
accurately [140]. 

A temperature-dependence study of ErCr03 between 4 and 40 K also 
showed relaxation narrowing [141]. Although the compound is anti-ferro
magnetic below 133 K, the Er3+ spins do not order until below 16·8 K. This 
results in a distinct change in the nature of the relaxation above and below 
this temperature as seen in the temperature dependence of the spin-relaxation 
time. The quadrupole coupling is opposite in sign to that of Er metal (see 
later) and presumably is dominated by the lattice contribution. The mag
netic field of 5300 kG (Table 17.11) is substantially less than the 7700 kG 
calculated for a 4[11 eb;) free-ion configuration. 

The temperature dependence of the magnetic field and quadrupole inter
action in erbium metal have been followed between 4·2 and 40 K and analysed 
[142]. An estimate of -1'9(4) barn was suggested for the excited-state quadru
pole moment. In a more detailed study, the line intensities of the hyperfine 
spectrum in a single crystal of Er metal have been correlated with the mag
netic structure previously determined by neutron diffraction methods [143]. 
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For a single crystal at 55 K with the c axis parallel to the axis of observation, 
the spectrum consists of two lines only because all the spin moments lie 
along this axis and the other three lines for the 0+ -+ 2+ transition have 
zero probability. At 4·2 K the spins form a spiral arrangement leading to a 
finite probability for all five lines. Both types of ordering are complex, but a 
statistical calculation of the transition probabilities agreed well with the 
experimental data. 

Holmium metal also shows complex magnetic ordering, and the line inten
sities in spectra of 166Er impurity atoms in a single crystal of holmium reflect 

Table 17.11 Mossbauer parameters in 166Er 

Compound T/K Herr/kG 
te2qQ Reference /(mm S-l) 

ErCrOJ 4·2 5300 -1·2 141 
Er 4·2 7550 3·5 143 

20'4 6990 2-7 143 
40 6170 0·6 143 
44 5400 1'5 143 

ErPe2 20 8400 135 
ErAg (0) 6480 2·50 146 
ErNi2 (0) 7440 2·88 146 
ErNiCo (0) 7830 3-86 146 
ErNio·sCo1 •S (0) 7940 4·08 146 
ErCo2 (0) 8180 3-82 146 
ErAl2 (0) 7700 147 
cubic ErAh (0) 4050 148 
hexagaonal ErAh (0) 5100} 149 

6450 

the changes in magnetic structure with increasing temperature [144]. A spiral 
spin arrangement is preserved throughout, but the alignment with respect 
to the c axis changes with temperature. 

Paramagnetic hyperfine splitting has been recorded for 166Er impurity 
atoms in zirconium metal at 4·2 K [145]. His most unusual to observe such an 
effect in a metallic host, and the relaxation processes which cause narrowing 
at higher temperatures are rather different to those found in insulating 
materials. 

The alloy ErFe2 shows a five-line magnetic spectrum at 20 K with an esti
mated field of 8400 kG [135]. ErMnFe3 also shows magnetic splitting. 

ErCo1.sNio.s, ErCoNi, ErNi2' and ErAg all show a low-temperature 
magnetic spectrum with electronic relaxation [146]. ErC02 differs in that it 
gives a first-order phase transition at 35 K resulting in a single-line spectrum 
above this temperature. ErAg and ErNi2 show fields of less than the free-ion 
value because of an interaction with the crystalline field which causes a partial 
quenching of the magnetic moment! 
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Similar relaxation effects are found in ErAl2 [147] and in both the cubic and 
hexagonal forms of ErAl3 below their respective Curie points [148]. In all 
cases the motional narrowing allows a temperature-<iependence study of the 
spin-relaxation time constant. Hexagonal ErAl3 shows two erbium sites. 

The 79'3-keVresonance in 167Er was the last to be reported [149]. Coulomb 
excitation of an 167Er203 target by 3-meV protons populates the first excited 
level, and the spectrum of an Er203 absorber at 30 K is a single line. The 
linewidth of 33·4 mm S-1 corresponds to a lower limit to the excited-state 
lifetime of 0·103 ns. No hyperfine effects have been reported. 

The use of 168Tm to populate 168Er has already been mentioned. Coulomb 
excitation of the 79'8-keV resonance has also been used [150, 151]. An Er203 
target gave a single emission line, and enabled the five-line magnetic spectrum 
to be resolved in Er metal at 4·2 K. Assuming a field of 7460 kG the data 
gave 168#. = 0·66(4) n.m. 

The 79'3-keV resonance in 170Er can also be observed by Coulomb 
excitation techniques [152]. A target of ErAl2 gave a narrow line with an 
ErAl2 absorber above the ordering temperature of 12·5 K [153]. Com
parison of 166Er and 170Er spectra in ErFe2 at 30 K gave the following 
parameters from the combined magnetic and quadrupole interactions: 
170#./166#. = 1,002(13), 170Q./166Q. = 1,05(16), and 170#. = 0·638(22) 
n.m. 

17.11 Thulium (l69Tm) 

The decay of erbium-169 as shown in Fig. 17.24 populates the 8'40-keV 
level of 169Tm with high efficiency, and the low energy of the latter is com
patible with a good Mossbauer resonance. Unfortunately the 8·40-keV y-ray 
has a very large internal conversion coefficient (~ = 220 ± SO) [154], and the 
difficulties associated with detecting such a weak and comparatively 'soft' 
y-ray have the cumulative effect of reducing the resonance absorption to 
about the 1 % level. However, the low recoil energy allows measurements to 
be made at temperatures of up to 1000 K quite easily. Although the natural 
linewidth is large (9·3 mm S-1) it is possible to resolve magnetic and electric 
quadrupole interactions. The first report in 1961 was of a spectrum from 
Tm203 with a 169Er203 source [155]. Hyperfine structure was seen and later 
measured in more detail [156, 157]. 

Although 169ErF3 and 169Er203 have been widely used as sources, they 
both give narrow linewidths without hyperfine splitting only at temperatures 
considerably above 300 K. More recently the material Na3169ErF6 has been 
found to give a narrow emission line at room temperature, and a detailed 
preparation has been given [158]. 

The degree of internal conversion in the P electronic shell (principal 
quantum number n = 6) of a 169Tm atom has been found to be lower in 
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matrices of Tmz03 and W03 than in W metal, although there is no differ
ence in the M, N, and 0 shells (n = 3-5) [159]. This implies a decrease 
in the 6s-e1ectron density at the nucleus. Wavefunction calculations were also 
made, but not correlated with Mossbauer chemical isomer shifts as had 
already been done for 119Sn. 

1-'---,..--- 8-40 keV 

,'---1--0 

Fig. 17.24 The decay scheme for 169Tm. 

The nature of the pseudoquadrupole shift in a Mossbauer resonance has 
already been described in detail in Section 3.10. Such a phenomenon has 
been observed in TmCI3.6Hl O and (Tmo'36Y1-64)(S04)3.8HzO [160, 161]. 
Both these compounds have an excited electronic state within 2 cm -1 of the 
ground state, and the shifts observed between 1·2 and 4·2 K are illustrated in 
Fig. 17.25. Relaxation between the two electronic states causes a partial 
'narrowing' of the four predicted lines to produce an asymmetric doublet. 
The temperature dependence of the shift in TmCI3 .6HzO below 4·2 K leads 
to a value for the separation of the electronic states of 1'11 cm- 1. 

The crystalline field parameters for thulium ethyl sulphate are known from 
optical absorption studies. The quadrupole splitting between 6 and 250 K 
shows strong temperature dependence, and detailed analysis in terms of the 
4J-wavefunctions and thermal population of the excited electronic levels gave 
a value for 169Qe = -1·1(1) barn [162]. In more detailed measurements a 
source of 169ErF3 was maintained at 550 K at which temperature it shows its 
narrowest emission line [163, 164]. Although the electric field gradient in 
thulium ethyl sulphate has axial symmetry, all the energy levels in the J = 6 
manifold (the ground state for the Tm3 + ion is 3H6 ) have a complicated 
form, e.g. the singlet ground state is 0·119 I -6) + 0·986 I 0) + 0·119 I +6) 
and can produce a quadrupole splitting of 79 mm S-1 at zero temperature. 
Detailed crystalline electric field interpretation of the quadrupole splitting 
data from 9·6 to 300 K gave an accurate simulation of the data. 

The quadrupole splitting of one of the non-cubic sites in C-type Tm l 03 
decreases to near zero between 11 and 700 K [164]. Similar data for 169Erz03 
above 700 K show an increase in quadrupole splitting with rising temperature, 
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Fig. 17.25 Spectra of TmCh.6H20 and Tm2(S04h.8H20 at low temperatures. 
Note the shift in the centroid of each spectrum with change in temperature. [Ref. 
160, Fig. 1] 
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which suggest that in this case the lattice contribution to the electric field 
gradient is now greater than the valence term. The problems of estimating the 
electronic shielding factors for the closed-shell configurations were discussed 
in detail. 

Some preliminary data have been given for other thulium compounds 
[165]. C-type TmZ03, Tm(benzoate)3' Tm(oxinate)3, and Tm(acac)3.3HzO 
all show two thulium sites, only one of which is quadrupole split. Chemical 
isomer shifts of 12 and 37 mm S-1 relative to the oxide were found only in 
TmF3 and TmCl3 respectively, but insufficient information is available for 
systematic interpretation. 

The temperature dependence of the quadrupole splitting in thulium metal 
between 59 and 156 K has given data concerning the crystalline electric field 

56 

48 

8 

100 120 
Temperature/ K 

Fig. 17.26 The temperature dependence of the quadrupole splitting of the 169Tm 
resonance in thulium metal. The solid line represents a theoretical curve derived 
from the crystalline electric field interactions. [Ref. 166, Fig. 1] 

interaction [166, 167]. The electric field gradient is produced by a combina
tion of three terms: the lattice contribution, which is temperature indepen
dent, the thermal average of the 4J-wavefunctions involved in the 3 H6 
ground term when it is split by the crystal field, and the contribution from 
the conduction electron density; these were all estimated. The quadrupole 
splitting decreases from 52 mm S-1 at 59 K to 9 rom S-1 at 156 K as illus
trated in Fig. 17.26. The valence-electron contribution is larger in magnitUde 
but opposite in sign to the lattice term at low temperature, but decreases with 
increasing temperature. In principle the sign of the electric field gradient may 
reverse at some temperature above 156 K. The quadrupole splitting extra
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polated to 0 K from the calculated crystal-field parameters is 151 mm s-t, 
corresponding to a 1 J: = ±6) ground state. This value is in good agreement 
with 146 mm S-1 found in the magnetically ordered phase which also has a 
I ±6) ground state [168]. The first excited level, 1 Jz = ±5), is 23·3 cm- 1 above 
the ground state with a total splitting in the J = 6 manifold of 76·1 cm- 1• 

The metal is magnetically ordered below 56 K and at 5 K shows a six-line 
hyperfine spectrum. Initial data were analysed to give a ratio for ftcl ft. of 
- 2· 33(4) and a field of 7000 kG [168]. Spectra closer to the Neel temperature 
are more complicated and have only been fully analysed in recent work 
embodying data on the magnetic structure from neutron-scattering measure
ments [169, 170]. The thulium spins lie along the crystal c axis and are collinear 
with the axial electric field gradient. The magnetic moment for any givenTm 
atom can be represented by a Fourier series such that the magnetic unit. cell 
contains seven atoms in four equivalent sites. At low temperature all the 
sites become identical, and new data for the six-line spectrum at 5 K gave 
ftc/ft. = -2'22(7) [170]. At higher temperatures no analysis of data is 
possible using a four-site model with a repeating distance of seven units. The 
assumption must be made that the magnetic and lattice unit cells are not 
commensurate. The magnetic structure repeats at intervals of 7 + e where 
1 e 1 ~ I, and in this wayan additional averaging is included which is insen
sitive to the value of e and generates an infinite number of inequivalent sites. 
The theoretical spectra computed on this model agree very well with the 
experimental data, as can be seen in Fig. 17.27. 

Initial measurements on thulium iron garnet TmIG, failed to observe all 
peaks in the spectrum [171], but later data gave values for the internal mag
netic fields at the two thulium sites of 1700 and 810 kG at 20 K [172]. The 
fields are reduced from the free-ion value and that in Tm metal by aniso
tropic crystal-field and exchange interactions. 

A crystal-field treatment, similar to that used for the metal, of the quadru
pole splittings in TmRu2' TmRe2, and TmMn2 below 150 K has given the 
total splittings oftheJ = 6 manifold as 94'0,87'5, and 41·5 cm- 1 respectively 
[173]. All three alloys showed a strong temperature dependence in the quadru
pole splitting as already found in Tm metal, although the lattice term is 
substantially larger in TmRu2 and TmRe2 and the conduction-electron 
contributions have the opposite sign. 

Thulium is magnetically ordered in the alloy Fe2 Tm, and the internal 
magnetic field decreases from 7200 kG at 4 K to 1800 kG at 400 K [174]. 
Detailed analysis of the magnetic and quadrupole interactions gave 
ftcl ft. = -2,17(10) and Qc = -1,3 barn. The field at the Tm is produced 
by an exchange interaction between the 4f-electrons and the iron atoms. 
This dominates the crystal-field interaction, prevents substantial mixing of 
the J: states, and allows a comparatively simple analysis of the detailed data 
to be made. 
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Preliminary temperature-dependence data on thulium-doped soda-silica 
glasses have shown the feasibility of determining at least some of the crystal
line electric field parameters in unknown environments [175]. 

Recoilless scattering experiments have been made using thulium metal, but 
are beyond the scope of this book [154]. 

17.12 Ytterbium (17°Yb, 171Yb, 172Yb, 174Yb, 176Yb) 

There are six known Mossbauer resonances in ytterbium: 

170Yb: 84·26-keV 
171Yb: 66'74-keV and 75'89-keV 
172Yb: 78·74-keV 
174Yb: 76'5-keV 
176Yb: 82·1-keV 

_14!l.:.,:.70T_m_"",\ 130d 

:"\.--...--84·26keV 

--%--0 

2t~82'lk8V 

Ot.ll....:l-o 
li~Yb 

Fig. 17.28 Decay schemes for ytterbium. 
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l~~LU 
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All involve rotational excited states of the appropriate isotope, with a y-ray 
energy of about 70-80 keY. In terms of experimental difficulty, all require 
low temperatures to achieve an adequate recoilless fraction, and only 170Yb, 
171Yb (66· 74-keV), and 174Yb have convenient precursors. The decay 
schemes are shown in Fig. 17.28. The Yb2 + oxidation state has a 4114 con
figuration and is diamagnetic. As it is this electronic configuration which 
effectively exists in ytterbium metal, no magnetic effects are found in this 
matrix. The Yb3+ ion usually has a 2Ft ground state, and has magnetic 
properties analogous to those of Er3+ . 

The 84·26-keV resonance in 170Yb was first recorded in 1962 using a Tm 
metal source and a Yb20 3 absorber at 20 K [176]. A partially resolved 
quadrupole splitting was found in the oxide, the source being unsplit because 
the metal has cubic symmetry. The 17°Yb spectrum of YbCl3 .6H20 at 

1-00 

0-99 

-40 

~ 0 
.~ 

c 
" ~ 0-999 

-10 

-§ 1-000J 0 "'0 

11-000t... .. . .. 
0-998 

1-00 

0-99 

0-98 -

0-97 

-5 o 5 10 

o ~ 

Velocity/(mm 5-1) 

Fig. 17.29 170Yb spectra at 4-2 K showing the effect of a long paramagnetic re
laxation time (Yb(NOa)a.6HzO and Yb2(S04)a.8HzO), short (Ybela and YbzOa), 
and intermediate (Yb acetate). Note that the splitting in Yb20 a is due to two sites 
with quadrupole interactions. [Ref. 178, Fig. 1] 

[Refs_ on p_ 590] 



YTTERBIUM I 587 

4·2 K shows five lines from a paramagnetic hyperfine splitting with a long 
relaxation time of this 0+ ~ 2+ transition [177]. The magnetic properties 
of the 2 Fi ground state are similar to those found in ErCI3.6H20. Both 
compounds have an anisotropic hyperfine interaction. Analysis of the 170Yb 
data gave 17°p.e = 0'668(10) n.m. 

Of other ytterbium compounds studied by the 170Yb resonance, 
Yb(N03)3.6H20 and YbiS04)3.8H20 also show paramagnetic hyperfine 
splitting like that in the chloride, and presumably have a similar anisotropic 
hyperfine interaction [178]. As may be seen in Fig. 17.29 the five lines are 
unequally spaced because of a large quadrupole interaction. Yb20 3 and 
YbCl3 show no paramagnetic broadening at 4·2 K, while YbF3, the garnet 
Yb3GaS012 and Yb acetate are intermediate cases with substantial broaden
ing. The lower magnetic field in the acetate (2390 kG) reflects the increased 
crystalline field interaction in this compound compared to the sulphate 
(2620 kG) and the nitrate (3000 kG). The largest quadrupole interaction 
recorded was e2q170Qe = 25·4 mm S-1 in YbF3. 

Chemical isomer shifts recorded for 170Yb in YbCI2, YbS04, Yb, YbA12, 
YbSi2, YbCl3 and YbGa garnet, although small, showed a distinct difference 
between Yb2+ and Yb3+ [179]. The maximum shift of +0·63(10) mm S-1 
between YbS04 and YbGa garnet, when taken in conjunction with estimates of 
electron densities at the ytterbium nucleus, showed (j(R2) I (R2) to be positive. 

Independent data compared the shifts of the 170Yb and 67-keV 171Yb 
resonances in a short series of compounds [83]. As expected there is an 
approximately linear correlation which gives the ratio 

170(j(R2) J171(j(R2)67 = + 1'12(14). 

This is illustrated in Fig. 17.30. The separation between Yb2+ and Yb3+ in 
the 171Yb67 resonance is +0·50(5) mm S-1. Estimates for (j(R2)/(R2) 
derived were +4'8(1,2) x 10- 5 and +4·3(1'1) x lO- s for 17°Yb and 
171Yb respectively. Line splittings were recorded at 4·2 K in YbS04 and 
YbOOH in addition to those already mentioned, but were not interpreted 
in detail. 

Ytterbium iron garnet is magnetically ordered at low temperature. At 
4·2 K the 170Yb spectrum is a five-line magnetic one with a field of 1830 kG 
[180]. As the temperature is raised the thermal population of the higher 
electronic levels allows a faster electronic relaxation and motional narrowing 
occurs in an analogous manner to that found in ErFe03' Paramagnetic 
relaxation has been observed in the intermetallic compounds YbNis and 
YbPd3 at 4·2 K [181]. YbNi2 shows complex magnetic behaviour which is 
not fully understood. 

The 66·74-keV resonance in 171Yb was reported by Kalvius in 1965 [182]. 
The source of 171Tm203 was quadrupole split. A Yb20 3 absorber showed a 
quadrupole splitting of 10·7 mm S-1 (= 2·4 p.eV) which by comparison with 
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17°Yb data gave 171Q67/170Qe = 0·73. The resonance in YbCI3.6H20 at 
4·2 K showed eight lines because of paramagnetic hyperfine splitting. One 
set of measurements used an Er 2(171 Tm)03 source which showed quadrupole 
splitting and complicated the experimental data [183]. The t -+ t transition 
features considerable E2/Ml (= 82) mixing which results in all eight mag
netic lines having a finite intensity. Detailed analysis gave the values 
171#67 = 0·351(3) n.m., 171 Qe/170Qe = 0'89, and 82 = 0,45(3). The internal 
magnetic field was 2970 kG. Independent data published simultaneously for 

0·2 

'£, 
E 

~ 0-1 

~ ..,. 
co 
.0 
>-g 0·0 
;0 

-0'3 0·0 0·1 0·2 0·3 

-0'3 

Fig. 17.30 Chemical isomer shifts for the 84-keV 17°Yb resonance as a function of 
the 67-keV 171Yb resonance in the same absorber. [Ref. 83, Fig. 3] 

YbCI3.6H20 were obtained using a cubic alloy Erlo(171Tm)AI90' giving the 
simpler spectra shown in Fig. 17.31. The ratio 171#67/171#8 = 0,2355(15) 
results in 171#67 = 0·349(3) n.m. in good agreement with the other value. 
The E2/Ml mixing ratio was 82 = 0'49(6). Interference effects were observed 
between the multipoles using an oriented single crystal of YbCh.6H20. This 
is analogous to the 99Ru work, and the measured phase angle was in agree
ment with time-reversal invariance. 

The 171Tm parent used for the 66'74-keV resonance does not populate the 
75·89-keV level, and the shorter-lived 171Lu parent must be used [185]. This 
has a very complex decay, and a lithium-drifted germanium detector 
is required to detect the y-ray with sufficient discrimination. The 
169Tm(oc,2n)171Lu reaction provides a convenient route so that cubic 
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Fig. 17.31 1 71Yb 66'7-keV spectra of (a) Yb metal, (b) YbCI3 .6H20 polycrystaIIine. 
(c) YbCb.6H20 single crystal with magnetic axis perpendicular to direction of 
observation. [Ref. 184, Fig. 1] 
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Fig. 17.32 171Yb 75·9-keV spectrum of YbCb.6H20 at 4·2 K. [Ref. 186, Fig. 1] 
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thulium metal or TmAl2 can be used as a source. Yb20 3 at 4·2 K gave a parti
ally resolved quadrupole splitting from which e2q171 Q76 = 25'6(4) mm S-1 
(= 6'5,ueV) [185]. The 66'7-keV resonance gave e2q171Q67 = 20'7(4) mm S-1 
(= 4·6 ,ueV), and thus 171Q76j171Q67 = 1·41. The paramagnetic hyperfine 
spectrum of YbCI3 .6H20 is shown in Fig. 17.32, and can be analysed in a 
similar manner to give 171 ,u76/171,u. = 2'055(10), from which a value can 
be derived for 171,u76 = 1·01(1) n.m. [186]. 

The paramagnetic hyperfine spectrum of 174Yb in YbCI3.6H20 at 4·2 K 
is a well-resolved quintet from the 0+ -+ 2+ 76'5-keV transition [187]. 
Comparison with the analogous 170Yb data gave 17°,uej174,ue = 0·994(15) 
whence 174,ue = 0·680(20) n.m. In this case the parent isotope was 174Lu, 
but the 174Yb resonance has also been detected following Coulomb excita
tion of an ytterbium metal target [188]. A Yb20 3 absorber gave a quadrupole 
split resonance which yielded the ratio 174Qe/170Qe = 1·04(2). 

Parallel experiments on the 172Yb and 176Yb resonances with a Yb20 3 

target gave 176Qe/170Qc = 1'045(2) and 172Qe/170Qe = 1·01(2). The 172Yb 
resonance has also been detected in YbCI3 .6H20 at 4·2 K using a lutetium 
metal source. The paramagnetic hyperfine splitting is comparable to that 
for 170Yb and 174Yb, and gives values of 17°,ue/l72,ue = 1·009(17) and 
172,uc = 0·670(20) n.m. [189]. 
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18 The Actinide Elements 

Interest in the actinides stems from the importance of measuring the physical 
nuclear constants required for the study of the nuclear structure in this 
region of comparative instability. Few low-energy levels are conveniently 
populated by a radioactive parent, but the successful and detailed studies 
with 237Np using both 237U and 241 Am parents have stimulated the use of 
more difficult techniques such as Coulomb excitation. Consequently the 
232Th, 231Pa, 238U, and 243Am resonances have now also been detected. 
Full details of the known nuclear parameters of these nuclides are tabulated 
in Appendix I. 

18.1 Thorium (232Th) 

The 49·8-keV resonance of thorium-232 was reported in 1968 following 
experiments using Coulomb excitation of a thorium metal target by 4·S-MeV 
oc-particles at 80 K [I]. The transition is highly internally converted (OCT = 260), 
which reduces the effective excitation rate considerably. The linewidth 
obtained from an absorber of Th02 at 110 K was 16·7 mm s-1, which is 
close to the natural width of 15·7 mm S-1 thereby implying negligible quadru
pole interaction, consistent with the cubic lattices of the metal and Th02. 
No hyperfine effects have yet been reported. 

18.2 Protactinium (231Pa) 

The 84'2-keV resonance of 231Pa was first reported in 1968 and also requires 
complicated experimentation [2]. The 2S'S-hour precursor of 231Th is 
troublesome to prepare and has to be separated from impurities and fission 
products following an (n, y) reaction on separated 230Th. The decay scheme 
is complex and the relevant details are shown in simplified form in Fig. 18.1. 
The 84·2-keV level is probably the third excited state of 231Pa. This isotope 
is itself radioactive and decays by oc-emission with a half-life of 3·25 x 104 y. 
It is only recently that quantities of this isotope adequate for preparing 
chemical compounds have become available. 

[Refs. on p. 604] 
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Fig. 18.1 Decay schemes for 232Th, 231Pa, 238U, 23 7Np, and 243Am. 

Spectra with a source of Th02 and absorbers of Pa20 S and Pa02 at 4·2 K 
are shown in Fig. 18.2. Although there is some suggestion of hyperfine 
interactions, the lines are far broader than the natural width of 0·079 mm S-1, 

which makes analysis difficult. If the hyperfine interactions are large com
pared to the linewidth, as appears likely, the effects of radiation damage on 
the environment of the Mossbauer atoms could be a significant factor. 

18.3 Uranium (238U) 

The 44'7-keV transition in 2 38U suffers from an extremely high internal 
conversion coefficient ~T of about 625. A resonance was first described in 
1967 following Coulomb excitation of a metal target at 80 K by 3-MeV 

MS-U [Refs. on p. 604] 
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(a) Source: ZllThOz + unseparated activities 
Absorber: ZllpazOs 

27-381---------------; 

74·30 

(b) Source: ZllThOz+unseparated activities 
Absorber: 231 PaOz 

(c) Source: ZlIThOz (chemically separated) 

::: ~~'i~~,\i~~~'l¥" 
o 

Velocity I (mm S-I) 

Fig. 18.2 Spectra of 231Pa205 and 231PaOz at 4·2 K. Note the broad resonance 
lines (rr = 0·079 mm S-1). [Ref. 2, Fig. 3] 

at-particles [3]. Although the spectra were of comparatively poor quality, 
suggestions of a partially resolved hypecfine structure in a U30 S absorber 
were found. 

More satisfactory results have come from a 242Pu source which decays by 
at-emission directly to the Mossbauer level [4]. An at-decay parent had been 
previously used in 237Np work (see below) but the change in the lifetime of 
the Mossbauer level from 63 ns in 237Np to 0·23 ns in 238U gave rise to fears 

[Refs. on p. 604] 
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that the recoil after-effects and local kinetic heating might be a more serious 
problem in the study of the latter. Fortunately this has not proved to be 
the case. The long lifetime of the 242PU source and the high internal con
version result in very low counting rates and approximately equal cross
sections for photoelectric and Mossbauer processes. The result is that the 
absorptions are weak even at 4·2 K. As normally obtained, 242pU is con
taminated with the shorter-lived 241pU isotope which decays to 241Am. The 
44·7-keV )I-rays can only be detected satisfactorily after a chemical separation 
from the americium impurity, a treatment which has to be repeated at least 
every three months. PU02 is cubic and provides a suitable matrix. 

An absorber of U02 at 77 K gave a linewidth of 48 mm S-1 which compares 
favourably with the natural width of 27 mm S-1 and shows that the at-decay 

Fig. 18.3 The 238U resonance in (U02)(N03h.6H20 at 4·2 K. The bar diagram 
is a quadrupole splitting of the 0 + ~ 2 + transition. [Ref. 4, Fig. 4] 

induces no serious after-effects. U02 is antiferromagnetic below 30·8 K, and 
the U4+ ion has a 5/2 configuration. Accordingly, the resonance at 4·2 K 
was broadened by a magnetic hyperfine splitting, and, using an assumed 
value for Pc of 0·5 n.m., a value of Herr = 2700 kG was derived. 

UF4 has a non-cubic symmetry, and shows a quadrupole interaction of 
e2qQ = 80 mm S-1 at 4·2 K (from the I = 2 excited state). The U6+ ion has a 
5/0 configuration and magnetic ordering is not found, but quadrupole 
splittings ofe2qQ = -169 mm S-1 in (U02)(N03h.6H20 and +160mm S-1 
in U03 were found. The former is illustrated in Fig. 18.3. The excited-state 
quadrupole moment is unknown but is probably about -3 bam. Chemical 
isomer shifts for U4+ and U6+ were the same within experimental error 
(.-..2 mm S-I), which places an upper limit of 10- 5 on ~<R2>/<R2>. This is 
not unexpected for a pure rotational nuclear transition. 

[Refs. on p. 604] 
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oc-uranium metal shows a quadrupole splitting of e2qQ = -84 mm S-1 at 
4·2 K, but no magnetic field greater than the upper limit of resolution of 
300 kG. The cubic Laves phase UFe2 is ferromagnetic below 195 K, but 
again the field at the uranium is below significant detection limits at 4 K. 

18.4 Neptunium (237Np) 

The first experiments with 237Np (59·54-keV) in 1964 used precursors of 
241 Am (oc-decay) and 237U (.8-decay) [5]. The source matrices were 1 % solid 
solutions of Am02 and U02 in Np02 respectively, and an absorber of NpOz 
was used at 77 and 4·2 K. Although the detection of a resonance from the 
Z37U source was not unexpected, it was more surprising to find a good (if 
slightly weaker) resonance from the oc-decay parent. Both resonances were 
however broadened by a factor of 50 from the natural width. Considerable 
local kinetic heating can be expected following the oc-decay because the 
decaying nucleus is displaced from its site by the high recoil energy. Calcula
tions suggest that about lOS ions will be affected with a peak temperature of 
1000 K, but the excited nucleus must reach its final site on a time-scale much 
less than that ofthe Mossbauer event (63 ns) [6, 7]. The slightly lower/factor 
for the Z41 Am source may reflect residual thermal effects. 

Independent measurements failed to find a resonance using an AmCl3 
source and an Np30S absorber at 77 K, but gave positive results with an 
AmOz source and NpOz absorber [8]. The broad line in NpOz was originally 
attributed to paramagnetic relaxation [9], but it is now known that broad 
linewidths are a feature of the 237Np resonance and are not of magnetic 
origin. 

A more satisfactory source is 241Am in thorium metal [10]. Detailed com
parison of 241 Am in matrices of americium, thorium, aluminium, gold, and 
copper metals with Np02 or NpAl2 absorbers has shown that the thorium 
source gives the narrowest linewidths [11]. A 241Am/Th source at 4·2 K and 
an NpAl2 absorber at 78 K gave a width of 1·1 mm S-1 which is, however, 
still considerably greater than the natural width of 0·073 mm S-1. A source 
of 241 AmOz showed evidence for multiple charge states of the daughter 
neptunium ion. 

The t+ -+ t- spin-states of the El transition result in a large number of 
hyperfine lines, and although the resonance linewidths are invariably broad, 
they have proved to be much less than the separations between hyperfine 
components in many cases. Typical hyperfine spectra are shown in Fig. 18.4. 

The alloy NpAl2 has a cubic lattice and at 77 K gives only a single reson
ance line [12], but at 4·2 K a well-resolved magnetic hyperfine splitting is seen. 
Although a unique value for ftel fte cannot be deduced if the positions only 
of the lines are considered, the unusually large splitting of the energy levels 
at 4·2 K results in nuclear polarisation from a Boltzmann occupation favour-

[Refs. on p. 604] 
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ing the lower levels. This causes a slight asymmetry in the line intensities 
similar to that already discussed for S7CO metal (p. 307) which eliminates all 
values with the exception of Pe/p. = +0'537(5). 

NpAl2 orders ferromagnetically below 55·8 K. The chemical isomer shift 
is typical of Np4+ (see later) and implies a 4ft (5/3) ground state [13]. How
ever, the temperature dependence of the magnetic splitting deviates con
siderably from a simple molecular field dependence model with J = t and 
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Fig. 18.4 The 237Np spectra offour neptunium oxidation states showing quadrupole 
splitting (NpF3), combined quadrupole/magnetic interaction (K3Np02Fs and 
KNp02C03), and the large chemical isomer shifts. [Ref. 11, Fig. 4] 

a biquadratic exchange interaction must be invoked. Although the alloy is 
cubic, the unquenched orbital angular momentum gives rise to a small 
quadrupole splitting in the magnetically ordered state of e2qQ = -0'56(20) 
mm S-1 at 4·2 K in an analogous manner to equivalent rare-earth systems. 

NpCl4 shows a quadrupole splitting at 77 K which gives Qel Q. = + 1·0(1) 

[Refs. on p. 604] 
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[12], and a combined magnetic/quadrupole interaction at 4·2 K. Parameters 

are given in Table 18.1. The exact value of Po is uncertain but is believed to 

be of the order of 2·8 n.m., which implies that the fields in NpAl2 and NpCl4 

are about 3000 kG. The value of QII has also not been determined directly, 

Table 18.1 Mossbauer parameters in neptunium compounds 

Compound TjK {1-'.I-'NH.rrj I} ieZqQ. 8 (NpOz) Reference j(mm S-1) j(mms-1) j(mm s-') 

Neptunium(III) 
NpF3 4·2 5·5(3) +41·0(5) 11 
NpCh 4·2 4'9(5) +41(1) 15 
NpBr3 4'2 5'5(3) +41(1) 15 
NpZS3 77 6{)'0(6'0) 10'4(3) +35(1) 15 

Neptunium (IV) 
Np02 4·2 0'7(2) 0 11 
NpCl4 4·2 47-4(5) +2·2(5) 15 

77 +8'8(5) +1'7(5) 12 
NpBr4 4'2 104(1) -3'0(5) +3-3(1'3) 15 
Np(EtzNCS2)4 4·2 74-6(5) -702(1'0) + 1'3(5) 15 

Neptunium(V) 

Np30S 4'2 { 93·0(5) 
25-8(3) -24(1) } 15 +12'9(1'0) -155(7) 

KNp0 2C03 4·2 108'8(1) -31(5) -12(1) 11 
4'2 98,1(5) +25·5(5) -6(1) 15 

(Np02)CZ0 4H.2HzO 4·2 115,2(5) +28(2) -17(1) 11 
4·2 101(1) +23(1) -14(1) 15 

(NpOz)OH.xHzO 4'2 98-4(1'0) +22,5(2'5) -18(1) 15 

Neptunium( VI) 
K 3NpOzFs 4·2 39-6(1) +50(1) (,)=0'15) -46(2) 11 
NpOz(N03)z.xHzO 4·2 46·0(2) + 18(10) -36(2) 11 
Na(NpOz)(CzH 30z)3 4·2 48'1(5) +59·6(1'5) -34(1) 15 
Rb(NpOz)(N03h 4·2 52'9(5) +61'9(1'5) -32(1) 15 
(NH4)zNpzO,.HzO 4·2 40'4(1·0) -39(1) 15 

Neptunium( VII) 

CO(NH3)6NpOS.xH2 O 4·2 {= +31(1) (7/=0'83) -62-8(8)} 
+21(1) (7/=0'69) -62'8(8) 17 

NpVlljNaOH 4·2 - -60(1) 17 

ozonised BaNpzO,.xH2O 4·2 {= +25(2) (7/=0'6) -62(1)} 17 +28(2) (,)=0'6) -42(1) 

Metals 

Neptunium 4'2 {= 22'3(4) -1'3(1)} 15 7'0(1) +1'3(1) 
NpAlz 4·2 53-4(5) +5'7(5) 12 

4·2 54'0(5) +6'3(5) 11 
NpAI4 4'2 49'0(5) -4'7(1·0) + 14(1) 15 
NpC 4·2 84·0(5) -12(1) 11 

4'2 84·6(1'0) -12(2) 15 
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but a value of +4'1 barn has been proposed by drawing an analogy between 
the 241 Am nucleus and the first excited state of 237Np which have identical 
quantum states [14]. 

Np and Am metals showed no magnetic ordering down to 1·7 K but do 
give a quadrupole interaction [13]. 

Chemical isomer shifts, quadrupole splittings, and magnetic hyperfine 
splittings have been measured in a number of compounds of neptunium with 
different formal oxidation states [11, 15]. Typical spectra are shown in Fig. 
18.4 and values are given in Table 18.1. The pure magnetic spectra in NpAl2 
and NpC gave l-'e/Pe = 0'533(5). A quadrupole interaction in NpF3 gave 
Qel Qe = 1'0(1). 

The chemical isomer shifts decrease considerably as the formal oxidation 
state of the neptunium increases from +3 to +6. Comparison of the shifts 
with electron charge densities at the nucleus derived from non-relativistic 
Hartree-Fock wavefunctions for 5f4 to 5f1 configurations showed a linear 
interrelationship. An approximate value for lJ<R2 )/<R2) of -3,5 x 10-4 

was derived. 
Np02 has the CaF2 structure and is antiferromagnetic below 22 K, result

ing in a slight broadening of the Mossbauer resonance [16]. The internal 
magnetic field at 4·2 K is of the order of 40 kG in Np02'03 and only slightly 
greater in Np01.92' Although the latter is highly non-stoichiometric no 
evidence was found for the Np3+ ion. The magnetic moment in Np02 at 
each neptunium ion is only of the order of 0·01 B.M., which indicates an 
unusually severe quenching of the moment by crystalline electric field and 
exchange splitting interactions. 

The unusual oxidation state Np 7 +, which has a 5fo configuration, has been 
observed in the compound [Co(NH3)6]NpOs.xHzO (which contains two 
distinct Npsites); in an NaOH matrix; and in ozonised BaNp207.xHZO [17]. 
As seen in Table 18.1 and Fig. 18.5 the chemical isomer shift values are the 

I i' VI V IV III 

~ • ~ ~ 
! I ! ! ! 

-60 -40 -20 0 20 40 
6/lmms-1) rei. to NpOz 

Fig. 18.5 The known ranges for the chemical isomer shift in neptunium compounds 
correlated with the formal oxidation state. 

most negative known for neptunium. The effective range of shifts between 
Np7+ and Np3+ is 100 mm S-1. The significance of covalent bonding cannot 
yet be adequately assessed. Np02 + and NpOl+ are known to feature some 
degree of covalency and the same may be implied for NpOS3-. Accordingly, 
electron-density calculations for the free ions yield only an approximate 
calibration. 

[Refs. on p. 604] 
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The extreme sensitivity of the chemical isomer shift to environment may 
be the cause of the line broadening in 237Np spectra particularly in view 
of the inescapable presence of radiation damage. 

18.5 Americium (243Am) 

The 83'9-keV resonance of 243Am is difficult to observe [18]. The short half
life of the americium ground state (7·95 X 103 y) makes all the absorbers 
extremely radioactive, with additional activity from the daughter 239 Np. A 
Ge(Li) detector can resolve the required y-ray, but the experimental limits 
on quantities of material are severe. A 243PU02 source can be made by 
the 242Pu02(n, y) reaction. Single resonance lines in Am02 and AmF3 
showed a relative shift of +53(1) mm s-t, which is an extremely large shift 
between neighbouring oxidation states. With electronic configurations 
of 5fs and 5f6 respectively and estimated electron densities, a value of 
b<R2)/<R2 ) = -9(3) X 10-4 was derived. The Am02 resonance narrows 
considerably as the temperature is raised from 4·2 to 77 K, possibly as a 
result of a hyperfine interaction. 
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Appendix 1 Table of Nuclear Data 
for Mossbauer 
Transitions 

Data are given in the following table for all known Mossbauer transitions. 
The figures given are a personal selection from available data. The following 
derivations have been used. 

r. 273·8 1 ( • k .) 
r = -- mm s- By In eV, tt In ns 

E1't! 

ER = 5·36942 X 10-4 (Ey)2 eV (Ey in keY, m in a.m.u.) 
m 

_ 2·446 X 10- 15 2Ie + I _1_ 2 ( • k ) 
Go - (E/) 21, + 11 + tXT cm Ey In eV 

The parameters given are: 

Ey energy of y-ray transition in keY 
rr naturallinewidth (= 2F) in mm S-1 

I., Ie (±) ground- and excited-state nuclear spin quantum numbers (parity) 
a percentage natural abundance of resonant isotope 
tt excited-state half-life in ns 
tXT 

ER 
Go 

E2/MI 
p" Pc 
Q., Qe 

* 

total internal conversion coefficient 
recoil energy of nucleus (in eV X 10-2) 

resonant absorption cross-section (in cm2 X 10-18) 

the multipolarity of the radiation 
the ground- and excited-state magnetic moments in n.m. 
the ground- and excited-state quadrupole moments in barn 
data on the possible source reactions. 

It should be noted that the degree of uncertainty in some of the para
meters can be quite large, and more detailed comment together with impor
tant references may be found in the main text. 



Isotope E"/keV rr/(mms- I) I. I. al% tl/ns otT 
ER G. 

l(eVxlO-2) l(cm2xl0- 1B) 

4°K 29·4 2-4 4- 3- 0·012 3·9 0·35 1-16 1·6 
57Pe 14'412 0'192 t- f- 2-17 99·3 8·17 0'195 2·57 
57Pe 136'32 0'23 t- ~- 2-17 8·9 0·14 17·5 0'346 2 
61Ni 67-40 0'78 ~- t- 1·25 5·2 0'12 4·00 0'72 2 
67Zn 93-26 H2x 10-4 ~- t- 4'11 9400 0·54 6'98 0·061 2 
73Ge 67·03 2·2 ~+ G+) 7·67 1·86 3·31 
83Kr 9·3 0·20 ~+ t+ 11·55 147 11 0·056 1·9 
99Tc 140·5 10·1 ~+ t+ Nil 0·192 10'7 

99Ru 90 0·147 t+ !+ 12·63 20·7 4-4 

lO7Ag 9H 6'64 x to- 11 t- t+ 51'35 44'3 x 109 20 4·34 0'053 
119Sn 23-875 0·626 t+ !+ 8·58 18'3 5-12 0'258 1·40 
1l1Sb 37-15 2-1 t+ t+ 57-25 3·5 ....,to 0·612 0·21 
1l5Te 35-48 5·02 t+ !+ 6·99 1·535 12-7 0·541 0·28 
1271 57-60 2·54 t+ t+ 100 1'86 3'70 1·40 0'21 
1291 27'72 0'59 t+ t+ Nil 16·8 5-3 0'321 0·38 
129Xe 39'58 6'85 t+ !+ 26·44 1·01 11-8 0·652 0'24 
131Xe 80·16 6·83 !+ t+ 21-18 0·50 2·0 2-63 0·063 
133es 81·00 0'536 i+ t+ 100 6'28 1·63 2-65 0'106 
133Ba 12·29 2·7 t+ t+ Nil 8·1 110 0·061 0·29 
141Pr 145'43 0·99 t+ t+ 100 1·9 0'43 8·1 0'11 
145Nd 67-25 0·12 2_ (!-) 8·29 33 6·6 1-67 2 
145Nd 72·5 5-4 ~-

l!._ 8'29 0·7 1·95 2 
147Pm 91·06 1-16 i+ t+ Nil 2·59 1·9 3'03 0·076 
149Sm 22·5 1-60 2_ i- 13·9 7-6 (....,12) 0'182 2 
152Sm 121'78 1-61 0+ 2+ 26·6 1-4 O·tO 5·27 0·75 
154Sm 81·99 1-1 0+ 2+ 22-6 3·0 5·0 2-34 
151Eu 21-6 1·44 t+ t+ 47·8 8·8 29 0·166 0·23 
153Eu 83-37 2·93 t+ i+ 52·2 1·12 5·5 2·44 0·072 

153Eu 97-43 to·7 -1+ 5 52-2 0·26 0·42 3-32 0'182 2"-
153Eu 10H2 0·68 t+ !+ 52·2 3-9 1·55 3·74 0·060 
154Gd 123·07 1·88 0+ 2+ 2·23 1-18 1-1 5·29 0·38 
155Gd 60·00 19·0 3 i- 15·0 0·24 7·5 1'25 0'12 2"-
155Gd 86·54 0·514 ~- t+ 15·0 6·15 0·49 2-60 0·33 2 
155Gd 105·32 2-6 ~- !+ 15·0 1·0 3·84 2 
156Gd 88·97 1·40 0+ 2+ 20·6 2·2 H 2·72 0'30 
157Gd 64'0 0·0093 ~- t+ 15·7 460 0·8 1·40 0·50 2 
158Gd 79·51 1·50 0+ 2+ 24·5 z.3 5·94 2·15 0·278 
160Gd 75-3 1-45 0+ 2+ 21-6 2·5 1·91 
159Tb 58·0 36'2 !+ t+ 100 0·13 10 1-14 0·099 
160Dy 86'79 1'58 0+ 2+ 2-30 2·00 3·7 2·52 0'35 
161Dy 25-65 0'37 t+ i- 18·88 29 (2-5) 0·220 
161Dy 43-81 6'8 t+ i+ 18·88 0·92 (5) 0'64 
1 61Dy 74·57 1·22 t+ ~- 18·88 3·0 1'86 ,. 
162Dy 80'7 1'54 0+ 2+ 25-5 2·2 ....,5 2'16 
I 64Dy 73-39 15'5 0+ 2+ 28-1 2-4 1'76 
165Ho 94'70 96 2_ t- 100 0·03 2'8 2·92 0·090 2 
I 64Er 91'5 1'97 0+ 2+ 1'56 1'52 2 2·74 0·487 
166Er 80·56 1-86 0+ 2+ 33-41 1·83 6·0 2-10 0·27 
167Er 79·32 >33 t+ t+ 22·94 >0'103 (5,3) 2·02 
'68Er 79·8 1·79 0+ 2+ 27·07 1·92 3-3 2·04 0·45 
17°Er 79·3 ....,Q·2 0+ 2+ 14-88 1·99 
169Tm 8·40 9'3 t+ !+ 100 3·5 220 0'024 0·31 
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Radi- /La /L. Qa Q. Source reactions Popular 
ation In.m. In.m. Ibarn Ibarn p- IT EC Coulomb Other parent 

-1·298 -0'09 39K(~.~) 

M1 +0'0902 -0'1547 0 0'2 * * 56FeCt> 57Co (EC 270 d) 
E2 +0·0902 0 * 57Co (EC 270 d) 
M1 -0'7487 +0'47 +0'162 -0,3 * * * 61Co (P- 99 m) 
E2 +0'8755 +0'16 * 670a (EC 78 h) 

-0'8788 -0'26 * 
M1 -0·967 -0,939 +0'2701 +0'459 * * * 83Br (P- 2'41 h) 
M1 +5-6806 +0'3 * 99Mo (P- 67 h) 

(+E2) 
E2 -0,62 -0,29 ±0'05 ±0'15 * 99Rh (EC 16 d) 
IMl=2'7 

-0·1135 * 107Cd (EC 6'5 h) 
MI -1,041 +0'67 0 -0,08 • • 119mSn (IT 250 d) 
M1 +3-359 +2-35 -0'26 -0,36 • 121mSn (P- 76 y) 
Ml -0'8872 +0'60 0 -0,2 • • * 1251 (EC 60 d) 
M1 +2-809 +2'02 -0'79 -0·71 • 127"'Te (P- 109 d) 
Ml +2-617 +2-84 -0'55 -0,68 • 129"'Te (P- 33 d) 
Ml -0'7769 +0'68 0 -0,41 • 1291(P-1'7x 107 y) 
MI +0'6907 -0'12 0 • 1311 (P- 8 d) 
MI +2·5789 +3-44 -0'003 • • 133Ba (EC 7·2 y) 

0 • 133mBa (IT 38'9 h) 
MI +4·3 -0'059 • 141Ce (P- 33 d) 
E2 -0·654 -0'25 • 145Pm (EC 17'7 y) 
MI -0'654 -1-121 -0'25 * 145Pm (BC 17'7 y) 
MI +2-8 ±0'9 * 147Nd (P- 11-1 d) 
M1 -0,665 -0·620 <0'06 0'40 01< 149Eu (EC 106 d) 
E2 0 +0·832 0 01< 152Eu (EC 12 y) 
E2 0 +0·778 0 • 
M1 +3-465 +2'587 +1-16 +1'51 • 01< lSlGd (EC 120 d) 
E2 +1·530 +1'80 +2-9 * lS3Sm ({l- 47 h) 
IM1=0'56 
E1 +1'530 +3'21 +2-9 • lS30d (EC 242 d) 
Ml +1·530 +2·04 +2-9 +1'5 01< • lS3Sm ({l- 47 h) 
E2 0 +0'73 0 01< 154Eu ({l- 16 y) 
MI -0,254 +1'3 • • 155Eu ({l- 1'81 y) 
EI -0·254 -0·515 +1'3 +0·16 • 155Eu ({l- 1-81 y) 
El -0'254 +1-3 +1'3 • 155Eu ({l- 1-81 y) 
E2 0 +0'60 0 +1'73 01< • 01< 1550d(n,y) 156Eu ({l- 15 d) 
El -0,339 +1-67 +2-97 * 157Eu ({l- 15'2 h) 
E2 0 +0'770 0 +1·5 01< 157Gd(n,y) 
E2 0 +0·61 0 +1'6 • 
Ml +1'9 +1'5 +2'0 • 01< 1590d ({l- 18'0 h) 
E2 0 +0'74 0 * 16°Tb ({l- 72-1 d) 
El -0·472 +0'59 +1'35 +1'36 * 161Tb (P- 6·9 d) 
Ml -0·472 +1'35 • 
El -0·472 -0'396 +1'35 +0'75 01< 161Tb ({l- 6'9 d) 
E2 0 +0'74 0 161Dy(n,y) 
E2 0 +0'84 0 -1-12 01< * 164Ho (EC 37 m) 
Ml +4·0 +2-82 • 165Dy (P- 139'2 m) 
E2 0 +0'70 0 01< 164Ho (P- 37 m) 
E2 0 +0'62 0 -1'9 • 166Ho (P- 26'9 h) 
Ml +(B2) -0'565 +2'83 01< 

E2 0 +0·66 0 • 01< 168Tm (EC 85 d) 
E2 0 +0'62 0 • 
Ml -0,231 +0·50 0 -1,3 • 169Er ({l- 9'4 d) 
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Isotope Ey/keV rr/(mm S-l) 18 Ie a/% II/ns (XT 
ER G. 

/(eV X 10-2) /(cm2 X 10- 18) 

170Yb 84·26 2·07 0+ 2+ 3·1 1·57 6'7 2·24 0'22 
171Yb 66'74 4-8 t- 3 14'3 0'86 11'3 1'40 0·088 "2-

171Yb 75-89 2·1 t- 5 14·3 1'7 7·2 1'81 0·155 "2-
172Yb 78'74 2'21 0+ 2+ 21·8 1·57 1'94 
174Yb 76·5 1'88 0+ 2+ 31·6 1'9 1·81 
176Yb 82-1 1'67 0+ 2+ 12-7 2·0 2·06 
176Hf 88'36 2'22 0+ 2+ 5·21 1'39 5·5 2·38 0·24 
177Hf 112-97 4-8 7 9 18'56 0·5 2·2 3-86 0'075 "2- "2-
178Hf 93-2 1'96 0+ 2+ 27-1 1·50 1'0 2-62 0·70 
180Hf 93·33 1·96 0+ 2+ 35'22 1'50 4·2 2·60 0·27 
18lTa 6'25 0'0065 t+ 9 99'99 6800 45 0·0116 1'70 "2-
181Ta 136'25 57 t+ !+ 99'99 0'035 8 5·51 0·018 

182W 100·10 2·00 0+ 2+ 26'4 1-37 3·2 2-96 0'29 
183W 46·48 31 t- j- 14'4 0·19 9·0 0·633 0·23 
183W 99'08 3'9 t- 5 14-4 0'7 4·3 2-88 0'14 "2-
184W 111-2 1·92 0+ 2+ 30·6 1·28 2·7 3-61 0·27 
186W 122'6 2-21 0+ 2+ 28·4 1·01 1'6 4'33 0'31 
187Re 134'24 202 t+ t+ 62·93 0'0101 1·8 5'18 0·065 
1860S 137-16 2-38 0+ 2+ 1·59 0'84 1'2 5-44 0'29 
18808 155·0 2-48 0+ 2+ 13·3 0·71 0·9 6·86 0·27 
18908 36·22 10'5 i- t- 16'1 0·72 0·372 
18\108 69'59 2-41 4- ~- 16'1 1'63 8·2 1'38 0'082 2 

1890S 95-3 22 f- ~- 16'1 >0·13 2'58 2 

191Ir 82'33 0·85 ·H t+ 38·5 3-9 1·91 

191Ir 129'39 23'5 !+ t+ 38·5 0·090 2-4 4·71 0·065 

193Ir 73'0 0'60 ·H t+ 61·5 6·2 ",6 1-48 0·03 

193Ir 138'9 24'6 !+ t+ 61·5 0·080 5-36 
19SPt 98·8 16 t- 3 33-8 0·17 7'2 2·69 0'059 "2-
195Pt 129-4 3·5 t- ~- 33-8 0'6 2 4·61 0'14 2 
197Au 77-34 1'87 !+ t+ 100 1'892 4'0 1·63 0'041 

201Hg 32'19 43 3 t- 13-22 0'2 39 0·276 0·03 "2--
232Th 49'8 15'7 0+ 2+ 100 0·35 260 0'574 0'189 
231Pa 84·20 0·079 3 t+ Nil 41 1'83 1'65 0·18 "2-
Z38U 44'7 27 0+ 2+ 99'28 0·23 625 0·451 0·01 
237Np 59'54 0'073 t+ ~- Nil 63 1'06 0·803 0·33 
243Am 83-9 1'39 i- t+ Nil 2-34 0·2 1'56 0·29 
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Radi- /Lg /L. Qs Q. Source reactions Popular 
ation /n.m. /n.m. /bam /barn p- IT Ee Coulomb Other parent 

E2 0 +0'67 0 (1'0)170 '" 1 7~m (,8- 130 d) 
E2 +0·4930 +0·350 0 (0'89)170", 171Tm(,8-1'92y) 
/Ml=0'47 
E2 +0'4930 +1'01 0 (1'03)170 * 171Lu (BC 8'3 d) 
E2 0 +0·67 0 (1'01)170 * * 172Lu (BC 6'70 d) 
E2 0 +0'68 0 (1'04)170 * * 174Lu (BC 3·6 y) 
E2 0 0 (1'04)170 * 
E2 0 0 '" 1 76mLu (P- 3'7 h) 
E2 +0'61 +1·0 '" 1 77Lu (,8- 6'7 d) 
E2 0 +0·71 0 '" * 178W (2 EC 21·5 d) 
E2 0 +0'74 0 * * 180mHf(IT 5'5 h) 
El +2-35 +5-14 +3-9 +2'9 '" l8lW (EC 140 d) 
E2 +2-35 +3-9 * l8lW (BC 140 d) 
/Ml=0'19 
E2 0 +0'532 0 (1'0)182 ... '" 182Ta (P- 115 d) 
Ml +0·1172 -0,10 0 (0'88)182'" * 183Ta (,8- 5-1 d) 
E2 +0'1172 +0'93 0 (0'94)182'" 183Ta (,8- 5·1 d) 
E2 0 +0'590 0 (0'94)182 '" * 184Re (BC 38 d) 
E2 0 +0'62 0 (0'88)182 '" '" 186Re (EC 90 h) 
Ml +3'204 +2·6 ... 187W (P- 23-9 h) 
E2 0 +0·64 0 1'5 * 186Re (P- 90 h) 
E2 0 +0'62 0 * 188Re (P- 16·7 h) 
Ml +0'6565 +0'23 +0-91 0 '" 189Ir (EC 13-3 d) 
E2 +0-6565 +0-988 +0-91 '" 189Ir (BC IH d) 
/Ml=0-57 
E2 +0-6565 +0-91 '" 189Ir (EC IH d) 
/Ml=O-09 
E2 +0'1453 +0-54 +1-5 '" 191Pt (EC 3-0 d) 
/Ml=O-64 
E2 +0-1453 +1-5 '" 1910S (,8- 15 d) 
/Ml=<H3 
E2 +0-1589 +0-470 +1-5 0 '" 1930S (P- 31 h) 
/Ml=0-31 
Ml(+E2) +0-1589 +1-5 '" 1930S (P- 31 h) 
Ml +0-6060 -0-61 0 '" '" 195 Au (EC 183 d) 
E2 +0-6060 0 '" 195Au (EC 183 d) 
E2 +0-1449 +0-419 +0-56 0 '" ... 197Pt (P- 18 h) 
/Ml=O-l1 
Ml -0-5567 +0-50 0 '" 201TI (EC 73 h) 
E2 0 0 '" 
El '" 231Th (P- 25-5 h) 
E2 0 0 '" 242Pu(oc) 
El +2-8 +1-5 +4-1 +4-1 '" 241Am(OC) 
El * 243Pu (P- 4-98 h) 
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Appendix 2 The Relative 
Intensities of 
Hyperfine Lines 

The Clebsch-Gordan coefficients and the angular dependence functions 
needed to calculate the relative intensities of the hyperfine lines for a ! -';-!
transition with Ml multipolarity have already been given in Table 3.2 
(p. 67) and discussed in detail in Section 3.7. In this appendix are listed other 
useful sets of coefficients for the cases 

(a) ! -,;t E2 
(b) t-,;! Ml 
(c) t-,;! E2 
(d) t-,;t Ml 
(e) 2-,;0 E2 
(f) t-,;t El 

The various quantities tabulated have been explained in Section 3.7, but the 
following additional notes referred to in the column headings are relevant: 

(1) The Clebsch-Gordan coefficients <-!- 2 -mlm I! mz> calculated using 
the formulae in ref. 29 of Chapter 3 for <! tmzml 12m> and converted 
using the relationship 

<t 2 -mlm I !mz> = (-)Hmlv~<! tmzml 12m> 
(2) CZ and 0 are the angular independent and dependent terms arbitrarily 

normalised. 
(3) relative intensities observed at 0° and 90° to the principal axis. Normalisa

tion arbitrary. 
(4) the Clebsch-Gordan coefficients <1- 1 -mlm I tmz> calculated as in (1) 

using 
<f 1 -mlm I tmz> = (-)hm1v2<t !m2ml 11m> 

(5) as (4) using 
<! 2 -m1m I t m2> = (-)f+mlvt<t !m2ml 12m> 

(6) the Clebsch-Gordan coefficients <t 1 -m1m I tmz> calculated using the 
formulae in M. A. Melvin and N. V. V. J. Swamy, Phys. Rev., 1957, 107, 
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186, and the relationship 
<t 1 -m1m I tm2> = (-)t+mlv!G tm2ml 11m> 

(7) all the coefficients are unity 
(8) as (6) using 

<t 1 -mlm I tm2> = (-)t+mlv2<t tm2ml 11m> 

(a> A ~ ~ ~ transition with E2 multipolarity 

Magnetic spectra (E2) 

-ml mz m C C2 B (I = 90° 
(1) (2) (2) (3) 

+t +! +1 +v't 1 cosz (I + cosz 2(1 1 
+t +t 0 +v't 2 ! sin2 2(1 0 
+t -t .-1 +v'-i 3 cosz (I + cos2 2(1 3 

+t 3 -2 +v't 4 
• 2 (I sinz 2(1 

4 -2" sm +-4-

-t +! +2 -v't 4 
• 2 (I sinz 2(1 

sm + -4- 4 

-t +t +1 -v'-i 3 cos2 (I + cos2 2(1 3 
-t -t 0 -v't 2 !sin2 2(1 0 
-t 3 -1 -v't 1 cosz (I + cosz 2(1 1 -2" 

Quadrupole spectra (E2) 

Transition C
2 B (I = 90° (I = 0° 

(2) (2) (3) (3) 

±t. ±! 1 2 + 3 sin2 0 5 2 
±t. ±t 1 3(1 + cos2 (I) 3 6 

(I = 0° 
(3) 
2 
0 
6 

0 

0 

6 
0 
2 
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(b) A ~ --* i transition with Ml multipolarity 

Magnetic spectra (M 1) 

-ml mz m C C Z e 0=90° 0=0· 
(4) (2) (2) (3) (3) 

+1 +t +l 

'n n 20 
+t +1 +1 vt 1 + cos2 0 12 
-t +t +1 V 13

0 6 
3 -t +1 V t'o 2 -2" 

+1 +1 0 vt 

n {,~ 
0 

+t +t 0 vt 2 sinz 0 0 
-t -t 0 v3 12 0 .. 

3 -! 0 vi 8 0 -2" 

+1 +t -1 V 1'0 j} {j 2 
+t -t -1 v t'o 1 + cos2 0 6 
-t -~ -1 vi 12 2 

-} -4 -1 1 20 

Quadrupole spectra (Ml) 

Transitions C l 8 0=90° 0=0° 
(2) (2) (3) (3) 

±1, ±t 10 1 + cos2 0 10 20 
±1,±1 4 2 sin2 0 8 0 
±1,±t 1 1 + cosl 0 1 2 
±t,±1 6 1 + cos2 0 6 12 
±t.±! 9 t + sin2 0 15 6 
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(e) A j --+ j transition with E2 multipolarity 

Magnetic spectra (E2) 

-ml m2 m C C2 €J 8 = 900 8 = 00 

(5) (2) (2) (3) (3) 

+t +i +2 -vt 
~} . 28 sin228 {~ 

0 
-t +t +2 V'6 0 - n sm +-4-
-! +t +2 -v.6• 12 12 0 
+! +i +1 +vt 

~} {~ 
60 

+t +! +1 -v.'. cos2 8 + cos2 28 4 
-t +t +1 -vU 25 25 50 

• -t +1 -v¥o 27 27 54 -"2 

+! +. 0 +v'¥. 

~ {! 
0 "2 

+t +t 0 +v' .'. ! sin2 28 0 
-t -t 0 -v' .'. 0 

• -! 0 -v'~: 36 0 -"2 

+t +t -1 +v';~ 21 r 54 
+t -t -1 +vii 25 cos2 8 + cos2 28 25 50 
-t -~ -1 +v'3'. 2 2 4 
-! -~ -1 -vt 30 30 60 2 

+! -t -2 +v'/s 12} . 28 sin2 28 f2 
0 

+t -~ -2 +v'¥. 32 32 0 2 sm +-4-
-t -i -2 +vt 40 40 0 

Quadrupole spectra (E2) 

Transitions C2 e 8 = 900 8 = 00 

(2) (2) (3) (3) 

±},±t 30 cos2 8 + cos2 28 30 60 
±}, ±} 36 tsin2 28 0 0 
±!, ±t 39 #5 + 5 cos2 8 + 8 cos2 28) 39 54 

±t, ±t 40 
. 2 8 sin228 

sm + -4- 40 0 

±t, ±! 34 #2 + 15 sin2 8 + 3 sin2 28) 34 4 
±t, ±t 31 Jr(9 + 25 cos2 8 + 16 cos2 28) 25 50 
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(d) A j ~ j transition with Ml multipolarity 

Magnetic spectra (Ml) 

-ml ml m C C2 B 8 = 90° 8= 0° 
(6) (2) (2) (3) (3) 

+i +t +1 

2l} r 
42 

+i +i +1 vt 15 15 30 
+t +i +1 vlO 10 10 20 n 1 + cos2 8 -t +t +1 Vt 6 6 12 

3 -t +1 vt 3 3 6 -2: 

-~ -i· +1 V2'. 1 1 2 
+i +i 0 Vt 

1~} r 
0 

+i +i 0 vlJ! 20 0 21 

+t +t 0 v* 12 2 sin2 8 24 0 
-t -t 0 v* 12 24 0 

3 
-~ 0 vlJ! 10 20 0 -2: 21 

5 -§. 0 Vt 6 12 0 -2: 2 

+t +i -1 Vn 

J} p 2 
+i +t -1 vt 6 
+t -t -1 vt 1 + cos2 8 12 
-t -~ -1 VIO 20 2 n 

3 -§. -1 vt 15 15 30 -2: 2 

-1- -~ -1 1 21 21 42 

Quadrupole spectra (MI) 

Transitions C2 B 8 = 90° 8 = 0° 
(2) (2) (3) (3) 

±i. ±t 21 1 + cos2 8 21 42 
±i.±i 6 2 sin2 8 12 0 
±!.±j 1 1 + cos2 8 1 2 
±i. ±t 15 1 + cos2 8 15 30 
±i. ±i 10 2sin2 8 20 0 
±!. ±t 3 1 + cos2 8 3 6 
±t. ±i 10 1 + cos2 8 10 20 
±t. ±t 18 t + sin2 8 30 12 
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(e) A 2 ~ 0 transition with E2 multipolarity 

Magnetic spectra (E2) 

-ml m2 m C2 8 8 = 90° 8 = 0° 
(7) (2) (3) (3) 

0 +2 +2 
sin2 28 

sin2 8+--
4 

1 0 

0 +1 +1 cos2 8 + cos2 28 1 2 
0 0 0 isin2 28 0 0 
0 -1 -1 cos2 8 + cos2 28 1 2 

0 -2 -2 1 
• 2 8 sin2 28 

sm +-4- 0 

Quadrupole spectra (E2) 

Transitions C
2 8 8 = 90° 8 = 0° 

(2) (2) (3) (3) 

sin2 28 
0, ±2 2 sin2 8+-- 2 0 

4 
0, ±l 2 cos2 8 + cos2 28 2 4 
0,0 1 i sin2 28 0 0 
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(f) A ~ -+ ~ transition with El multipolarity 

Magnetic spectra (El) 

-ml m2 m C C 2 e 8 = 90° 8 = 0° 
(8) (2) (2) (3) (3) 

+t +! -1 vt 

'1 U 
10 

+! +t -1 vll 16 16 3. 

+t -t -1 vil. 18 1 + cos2 8 18 3. 

-t -t -1 vll 16 16 35 

-j -~ -1 vt 10 10 2 

+t +t 0 vt 

'i} f! 
0 

+! +! 0 V 39• 0 
+t +t 0 vi. 2 sin2 8 0 
-t -t 0 -v 31

• 0 
-t -j 0 -vis 0 
-~ -~ 0 -vt 25 25 0 2 2 

+! +t +1 -vt 

'1 U 
10 

+t +! +1 -v~: 16 16 
-t +t +1 -v!t 18 1 + cos2 8 18 
-t -t +1 -v* 16 16 
-j _l. +1 -vt 10 10 2 

Quadrupole spectra (EI) 

Transitions C2 8 8 = 90° 8 = 0° 
(2) (2) (3) (3) 

±t,±t 19 (10 + 8 cos2 8)/19 10 18 
±!,±! 9 sin2 8 9 0 
±f, ±t 25 sin2 8 25 0 
±t, ±! '1 {i 

16 
±!, ±t 16 (1 + cos2 8)/2 16 
±!, ±t 10 10 
±t,±! 10 10 
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Notes in the International System of Units (SI) 

The greater part of the data included in this book was published before the 
change to the use of the SI system of units began to take effect. In practice 
this has had little effect on Mossbauer spectroscopy, and we have tended to 
use the originally quoted figures, giving conversions where appropriate. The 
following notes may be of assistance: 

(1) The commonly used basic units are the metre (length), kilogramme 
(mass), second (time), and kelvin (thermodynamic temperature) with 
the symbols m, kg, sand K. 

(2) Hyperfine interactions such as the chemical isomer shift and quadru
pole splitting are usually referred to in units ofmm s-t, i.e. in velocity 
units, but the absolute energy of the interaction must be obtained from 
8 = (v/c)El' as detailed in Section 1.6. 

(3) Magnetic field flux density values are given in gauss (= 10- 4 tesla), 
symbols G and T. 

(4) Nuclear magnetic moments are in units of the nuclear magneton, flN 
or n.m. (= 5·04929 X 10-24 ergs per gauss or 5·04929 x 10-27 

J T- 1). Similarly the Bohr magneton is flB = 0·92 X 10-20 ergs per 
gauss or 0·92 x 10-23 J T- 1

• 

(5) For crystallographic data the Angstrom (A) is 10- 10 m = 10- 1 nm. 
(6) Nuclear quadrupole moments are in barn (10- 28 m2). 

(7) Pressures are given in bar (= lOS N m- 2). 

(8) Gamma-ray energies are given in keY (eV I::::i 1·6021 X 10-19J). 
(9) Some quadrupole interactions have been given in MHz because of the 

earlier use of this unit in nuclear quadrupole resonance spectroscopy. 
The appropriate conversion factors for the isotopes concerned are 
given in the text. 
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in iron intermetallic compounds, 318, 

321-4 
in iron metal, 304-7 
in iron oxides and hydroxides, 238-58 

(see also ternary oxides, spinel oxides, 
silicate minerals, etc.) 

in krypton compounds using S3Ke, 437-
441 

in lunar samples, 294-6 



in metalloproteins, 365-8 
in metals doped with 57CO, 340, 344 
in neptunium compounds using 237Np, 

601-4 
in organo-iron complexes, 221-36 
in organotin compounds (see tin(IV) 

organic compounds) 
in peroxidase, 363, 364 
in platinum compounds using 195Pt, 526 
in ruthenium compounds using 99Ru, 

501-3 
in samarium compounds using 149Sm, 

152Sm and 154Sm, 541-3 
in silicate minerals, 286-94 
in spin-crossover situations, 194-205 
in spinel oxides, 258, 259 
in tantalum using 181Ta, 508, 509 
in tellurium compounds using 125Te, 

453-9 
in ternary oxides of iron, 270-80 (see also 

spinel oxides, iron(IV) ternary oxides, 
etc.) 

in thulium compounds using 169Tm, 582 
in tin compounds, 375 
in tin(II) compounds, 381-90 
in tin(IV) inorganic compounds, 390-4, 

398,399,478 
in tin(1V) organic compounds, 399-417 
in tin metal and alloys, 417-21 
in tin sources, 374 
in tungsten hexachloride using 182W, 

513 
in uranium compounds using 238U, 599 
in xenon compounds, 484, 486 
in ytterbium compounds using ytterbium 

resonances, 587, 588 
relevance of second-order Doppler shift, 

53 
chemical reactions followed using 57Fe, 

329, 345 
chemical shift (see chemical isomer shift) 
chi-squared function, 42, 442 
Chromatium strain D, 365, 366 
cis and trans isomers and quadrupole 

splitting, 142, 184~, 236 
cis and trans stereochemistries in Sn(IV) 

complexes, 408-11, 413 
clay minerals, 293, 294 
Clebsch-Gordan coefficients, 66-72 

tabulation of, 612-18 
clinopyroxene (see monoclinic pyroxene) 
'clock-paradox', 81 
Clostridium pasteurianum, 366 
cobalt-57 doped into cobalt compounds, 

331 
Compton scattering of y-rays, 27, 35, 110 
computer curve fitting, 41-3 
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computer simulation of Mtissbauer spec
trum, 65, 66 

computers, on-line, 26 
conduction electron polarisation, 61, 85, 

104,304,309,311-13,316,318,329,342, 
527,555 

conduction electron spin density oscilla
tions, 314 

conservation: of angular momentum, 56 
of energy, 2, 7 
of momentum, 2 
of parity, 56 

constant-acceleration drives, 21-6, 39 
constant-velocity drives, 19-21 

advantages and disadvantages of, 21 
calibration of, 39 

controlled-temperature furnace, 39 
conversion electrons, 38 
coordination number, determination of, 84, 

85 
effect on chemical isomer shift, 240 

core polarisation (see also Fermi contact 
term), 61, 85, 104,300,311-13,318, 338, 
555 

cosine effect, correction for, 18,21,42 
Coulomb excitation for sources, 30, 33, 84, 

109, 434, 494, 507, 513, 543, 559, 562, 
573, 579, 590, 597 

Coulomb recoil implantation for 7JGe, 435 
Coulombic interactions (see also electric 

monopole interactions), 46,47 
counting statistics, 19, 41 
covalency, influence on chemical isomer 

shift, 153, 154, 284 
on magnetic fields, 150, 151,202,268 

covalent compounds of iron (see Chapters 
7,8,9) 

crocidolite, 292 
crossover complexes (see spin crossover) 
crossover phenomena (see spin crossover) 
cross-relaxation interactions, 72 

. cross-section for resonant absorption, 2, 11-
16,31,34 

tabulation of, 607-11 
cryogenic equipment, 38, 39 
cubanite (CuFe2S3), 286 
cumminstonite, 287, 290, 292 
Curie temperature, 63, 104, 249, 274, 279, 

285, 305-7, 309, 315-18, 321, 322, 339, 
341, 394, 395, 398, 522, 550, 555, 569, 
572, 574, 579, 601 

curve fitting by computer, 41-3 
cyanide linkage isomerism, 181, 182 
cyclopentadienyl derivatives (see ferrocene 

and its derivatives) 
cyclopentadienyltin(II),416 
cylindrite (Pb3SnaSb2S14), 399 
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cytochrome, 364, 365 

'dead-time' effects, 24, 25,42 
Debye model for lattice vibrations, 8, 10, 

11,52,54 
Debye temperature: using ~7Fe, 10. 52, 85, 

253 
using 119Sn, 372, 390,400,417,419,421, 

429 
using 73Ge, 435 
using 12~Te, 461 
using 1291,479 
using 183W, 513 
using 197 Au, 527 

Debye-Waller factor, 2, 9, 11, 348 
decay after-effects, 32, 33, 84 

following (X-particle emission, 599, 600, 
614 

studied using 57CO, 329-40 
studied using 119Sn, 372, 373 
studied using 125Te, 453, 459, 460 

decay schemes (see individual elements) 
deerite, 292 
defect structure in Fel-"O, 249 
delayed coincidence experiments, 33 
demagnetising field, 60 
derivative spectrometers, 26-8 
detection equipment, 35-8 
dicarbollide carborane derivatives, 236 
dicyclopentadienyl tin(II), 416 
diffusion broadening of Mossbauer reso-

nance, 315 
diffusion in liquids, 329, 346-8 
diffusion in solids, 321, 346-8 
dioctahedral micas, 294 
diopside. 287, 290 
dipolar (magnetic) contribution to hyper

fine field, 150, 175,206,217,244,271 
Dirac theory, 48 
disorder phenomena in iron oxide phases, 

239,262 
dispersion term in El spectrum: from 

181W ITa, 509 
from 161Dy, 565 
from 1~3Eu, 556 

dispersion theory, 9 
dithiocarbamatoiron complexes, 202, 204, 

206-12 
dithiolate complexes: of iron, 212-16 

of tin, 416, 417 
doped systems using ~7CO (see Chapter 12) 
doping experiments with 119Sn, 421-4 
Doppler effect (externally applied), 15 

relativistic equation.· 51 
Doppler line broadening (see thermal 

broadening) 
Doppler scanning (see Doppler velocity) 

Doppler shift (see Doppler velocity, second 
order Doppler shift. etc.) 

Doppler velocity. 15, 16-26 (see also chemi-
cal isomer shift) 

drives, constant velocity, 19-21 
dynamic lahn-Teller effect, 141 
dysprosium (1 60Dy, 161Dy, 162Dy, 164Dy), 

563-73 
decay schemes, 563, 564 
hyperfine interactions in alloys and 

compounds, 566-73 
nuclear parameters, 563-6 

dysprosium garnets, 567, 573 
Dzyaloshinsky's theory, 246 

Einstein model for lattice vibrations, 8, 10, 
52,423 

electric dipole (El) transitions, 66 
electric field gradient tensor (see a/so 

quadrupole splitting), definition of, 54 
determination of sign of, 69 
lattice term, 58 
relation to electronic wave functions, 58, 

59 
temperature dependence of, 59 
valence (ion) term, 58 

electric monopole interactions (see also 
chemical isomer shift etc.), 46 

electric quadrupole interactions (see also 
quadrupole splitting,) 54-9 

magnetic perturbation of, 65, 66 
electric quadrupole (E2) transitions, 66 
electrical conduction in Fe304, 253, 254 
electromechanical drives (see constant-

velocity drives, constant-acceleration 
drives) 

electron-capture source precursors, 30, 31 
electron configuration, determination of, 85 
electronegativity and chemical isomer shift 

in 
iron(lI) halides, 122 
tin(lV) halides, 390, 392 
using 1291, 469 

electron-hopping process, 85, 251-4, 262, 
552-4 

electronic spin lattice interactions, 73 
electronic spin relaxation, 63, 85 
electronic spin-spin interactions, 73 
electron spin resonance of biological 

compounds, 352,360, 362, 365, 366 
electron spin resonance data on 161Dy, 

565,566,569; on 167Er, 575 
energetic nuclear reactions, influence on 

57Fe resonance, 109 
energy, conservation of, 2, 7 
energy of 'l'-transitions, tabulation of,607-

611 



energy transfer to lattice, 1,6-9 
energy units, 619 
enzymes (see biological compounds) 
epidote, 287, 291 
equilibrium between spin states in iron 

compounds (see spin crossover) 
erbium (164Er, 166Er, 167Er, 168Er, 170Er), 

574-9 
escape peak, 37 
Euglena green alga, 366 
Eulerian angle transformation, 65 
europium (ISIEu, IS3Eu), 543-58 

decay schemes, 543, 544 
hyperfine interactions, in 151Eu, 544-55 
hyperfine interactions in 153Eu, 556-8 
nuclear parameters for ISIEu, 543-6 
nuclear parameters for IS3Eu, 555-8 

europium iron garnet, 544-6, 551, 557 
eV (electron volt) conversion to SI units, 

619 
exchange interaction, effect on chemical 

isomer shift, 246 
exchange polarization effect, 85 (see also 

core polarization) 
excited-state lifetime (see individual Moss

bauer nuclides and tabulation on pp. 
607-11) 

experimental techniques, see Chapter 2, p. 
17 

E2/Ml mixing ratio 82, 70, 83, lOS, SOl, 
518, 520, 528, 588, tabulation of pp. 
607-11 

Faraday effect in MgFe204, 263, 264 
Fermi contact term, 60, 61, 103, 113, ISO, 

174, 175, 202, 206, 208, 217, 244, 248, 
255, 271, 304, 384, 522 

Fermi level in iron metal and alloys, 327, 
341 

Fermi radius in iron alloys, 314 
FermirSegre equation, 376, 378, 379, 467 
Fermi-Segre-Goudsmit formula, 92 
Fermi surface, Fe2B, 318 
ferredoxin, 366, 367 
ferrichrome A, 365, 366 
ferricyanides (see also iron cyanide com-

plexes), 173-8 
ferrimagnetism (see magnetic interactions) 
ferriprotoporphyrin chloride (see haemin) 
ferriprotoporphyrin hydroxide (see haematin) 
ferrocene and its derivatives, 233-6, 333, 

414-16 
ferrocyanides (see also iron cyanide com

plexes), 169-73 
ferroelectric compounds, 339, 398 
ferroelectric transition, influence on recoil

free fraction, 171 
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ferromagnetism (see also magnetic hyper
fine interactions, Brillouin function, 
Curie temperature, etc.), 63 

in iron(II) halides, 122, 129 
induced by plastic deformation, 312 
influence on relaxation times, 73 

ferroprotoporphyrin (see haeme) 
forward-backward address scaling, 26 
franckeite (PbsSn3SbzS14), 399 
frozen solutions, Mossbauer effect in, 86 

using 57Fe, 139, 159, 175, 182, 222, 236, 
364, 365 

using 119Sn, 388, 393, 408 
using 121Sb, 452 
using 12sTe, 455-7 
using 1271 or 1291, 468, 469, 472 
using 161Dy, 569 

furnaces, 39 

gadolinium (154Gd, 155Gd, 156Gd, 157Gd, 
158Gd, 16°Gd), 558-62 

gamma function, 48 
gamma-radiolysis of iron(III) oxalates, 158 
gamma-ray energy, units defined, 619 
gamma-ray mass absorption coefficient, 

13,14 
decay scheme (see individual nuclides) 
line, width, thickness broadening of, 

14,33-5 
velocity modulation of, 17-26 (see also 

Doppler velocity) 
garnet group of silicates, 287, 288 
garnets (MaFes012), 269, 274-6, 279, 280 

(see also garnets, rare-earth iron) 
garnets, rare-earth iron, 536, 539, 544-6, 

551,557,558,567,573,583,587 
garnets, studied by 121Sb, 446-7 
garnets (tin substituted), 394-7 
gauss, conversion to SI units, 619 
Gaussian distribution, 3 
gear drives, 19,20 
general physics, application of Mossbauer 

effect in, 80-2 
germanium (,3Ge), 434-6 
gillespite, 287, 291 
glassy materials, 346 
glycerol doped with s7Co/HCl, 346, 347 
goethite (IX-FeOOH), Z54, 255 
gold (197Au), 526-31 
Goldanskii effect (see Goldanskii-Karyagin 

effect) 
Goldanskii-Karyagin effect, 74-6, 333 

in siderite, FeC03 , 75, 135, 136 
in Me2SnF2, 76 
in BaFe12019, 279 
in SnS, 387 
in adsorbed Sn2+, 395 
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Goldanskii-Karyagin effect-contd. 
in organotin compounds, 407, 411 
absence from Sn monolayers, 418 
in iodides using 1291, 479 
in (NH4h HfF6, 505 

graphite intercallation compounds (57Fe), 
346 

gravitational red shift, detection of, 80 
green alga Euglena, 366 
Gruneisen's constant, 54 
grunerite, 287, 290 
g-factor, determination of, 83 
g-tensor, anisotropy in high-spin Fe(III), 99 
g-tensors in dysprosium compounds, 566-

9 
g-value, related to Mossbauer parameters, 

278 
g-values of biological compounds, 362, 364 

haematin, 353 
haematite (ot-Fe20a), 240-6 
haeme, 353-65 
haemeproteins, 353-65 
haemin (57Co-doped), 346 
haemin derivatives, 353-6, 363 
haemoglobin, 352, 353 
haemoglobin (57Co-doped), 346 
haemoglobin derivatives, 356-63 
hafnium (176Hf, 177Hf, 178Hf, 180Hf), 

504-7 
half-life of excited state, 5, 31 (see also 

lifetime of excited state and individual 
elements) 

tabulation of, 607-11 
half-life of Mossbauer precursor, 30, 31 
Hartree-Fock calculations: for 57Fe, 91, 

92,306 
for 119Sn 377 379 
for 119Sn' and '121Sb, 448, 449 
for neptunium compounds, 603 

hedenbergite, 287-90, 292 
Heisenberg natural linewidth (see also 

tabulation for individual elements and 
Appendix 1),1,5, 12, 13, 18,47,375 

Heisenberg uncertainty principles, 5, 9 
helium dilution refrigerator, 546 
herzenbergite ([SnPb]SnS2), 399 
Heusler alloys of tin, 420 
high-pressure cells, 39 
high-spin iron complexes (see Chapter 6) 
high-spin iron(I), 216, 217 
high-spin iron(II) complexes, 113-47 
high-spin iron(III) halides, 148-64 
high-spin-Iow-spin crossover (see spin 

crossover) 
histidine, 353 
holmium (1 65Ho), 573, 574 

howieite, 292 
hulsite, 399 
hyperfine interactions (see Chapter 3, see 

also chemical isomer shift, magnetic 
interactions, and quadrupole splitting) 

hyperfine magnetic field at 57Fe, 103 (see 
also internal magnetic field, magnetic 
interactions, etc.) 

hyperfine magnetic field in FeF2 , tempera
ture dependence of, 113-16 

hyperfine structure anomaly, 521, 522, 544, 
545 

hysteresis effects in quadrupole spectra, 141 
hysteresis in chemical isomer shift at phase 

transition, 309 
hysteresis in pressure effects, 171 
hysteresis in spin crossover effects, 200 

ice, phase transitions in studied by Moss-
bauer effect, 139, 140 

illite, 294 
ilmenite in lunar samples, 294-6 
ilvaite,290 
impurities and imperfections, influence on 

FeCOa spectra, 136 
impurity atoms in ,B-tin, 418 
impurity doping, 85 
impurity studies with 57Fe (see Chapter 12) 
impurity studies in Mg2Sn04 following 

neutron irradiation, 398 
insoluble Prussian blue, 178-180 
instrumental drift, 24, 42 
intensity of absorption lines (see line 

intensities) 
intercallation compounds, 346 
intermetallic iron compounds, 317-24 
internal conversion coefficient (see also 

individual elements and Appendix I), 
12, 13, 31, 579, 597 

determination of, 83 
internal conversion electrons, use of in 

119Sn ,B-spectrometers, 375 
internal magnetic field (see also magnetic 

hyperfine interactions, antiferromag
netic ordering, ferromagnetic ordering, 
etc.) 

determination of sign of, 62 
effect of pressure on, 54 

international system of units (SI), 619 
Invar alloys, 315 
inverse spin structure (see spinel oxides) 
iodine (1271, 1291), 462-82 

compounds of, 469-81 
decay schemes, 462, 463 
impurity studies, 481, 482 
iodates, 479-81 
iodides, 469-79 



nuclear parameters, 462-5, 479 
quadrupole systematics, 464-9 
sources, 462, 463 
systematics of hyperfine interactions, 

465-9 
ionicity correlated with chemical isomer 

shift in lSlEu, 549 
iridium (191Ir, 193Ir), 518-24 

decay schemes, 518 
hyperfine interactions in compounds, 

519-29 
initial discovery by R. L. Mossbauer, 519 
nuclear parameters, 518-21 

iron-57 (see also Table of Contents for 
Chapters 5-13) 

chemical isomer shift systematics, 90-6 
coulombic excitation to 136 keY level, 

109 
decay scheme, 87, 88 
enrichment studies of Prussian blue, 180, 

181 
Hartree-Fock calculations for, 91, 92 
Heisenberg linewidth, 87 
impurity studies (see Chapter 12) 
influence of energetic nuclear reactions 

in resonance of, 109 
iron(I) in doped alkali halides, 335 
iron(I) systems, 216-19 
iron(II) carbonate, Goldanskii-Karyagin 

effect in, 75, 135, 136 
iron(lI) complexes with nitrogen ligands, 

140-7 
iron(II) compounds with S = 1 spin, 

205,206 
iron(II) fluoride, 113-17 
iron(II) halides, 113-30 
iron(II) oxyacid salts of, 130~ 
iron(III) chelate complexes, 159-64 
iron(lII) compounds with S = t spin, 

206-15 
iron(III) halides, 148-55 
iron(III) hydroxide gels, 257, 258 
iron(lII) oxide fluoride (FeOF), 257 
iron(lII) oxide hydroxide (a., p, y, ij-

FeOOH), 254-6 
iron(III) salts of oxyacids, 155-9 
iron(IV) compounds, 215-17,239 
iron(IV) ternary oxides, 280-3 
iron alloys, 308-17 
iron binary oxides and hydroxides, 240-58 
iron carbonyls, 222-6 
iron carbonyl anions, 222-6 
iron carbonyl derivatives, 221-36, 414, 

415 
iron carbonyl hydride anions, 222-6 
iron chalcogenides, 283-6 
iron complexes (Iow-spin)-see Chapter 7 
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iron cyanide complexes, 169-73 (see also 
Prussian Blue) molecular orbital analy
sis of, 95 

iron cyanide complexes (substituted), 
182-7 

iron dithiolate complexes, 212-16 
iron foil, use as standard for s7Fe 

chemical isomer shift, 90 
iron intermediate spin states, 205, 206 
iron intermetallic compounds, 317-24 
iron metal, 304-8 
iron oxides (see Chapter 10) 
iron phosphine complexes, 188, 189 
iron sulphides (see Chapter 10) 
isocyanide complexes of iron, 184, 185 
line-shapes in a fluctuating magnetic 

field,74 
magnetic hyperfine interactions, 102-4 
natural abundance, 88 
nuclear parameters of, 87, 88, 97-9, 103 
pressure dependence of chemical isomer 

shift,94 
quadrupole systematics, 96-102 
reference standards for chemical isomer 

shift, 89, 90 
source preparation, 89, 90 

iron-57, 136·4-keV transition in, 110 
isomer shift (see chemical isomer shift) 
isomeric-transition source precursors, 30, 

31 

Jahn-Teller effects, 85, 141, 206, 265, 268 
Japanese-radish peroxidase (JRP-a), 363, 

364 
jarosites, MFe3(OHMS04h, 157 
jump diffusion, 321, 348 

Karyagin effect (see Goldanskii-Karyagin 
effect) 

Kinetics, studied by Mossbauer spectro
scopy,403 

Kramers' doublets (see also electric quad
rupole interactions), 56, 68, 72, 73, 104, 
lOS, 151, 156, 157, 160, 173, 207, 208, 
338, 354, 358, 365, 566 

Kronecker delta function, 55 
Krypton (S3Kr), 437-41 

Lamor nuclear precession time, 72, 73 
Lande splitting factor, 62 
Laplace equation, 55 
Lathe drives (see constant-velocity drives) 
lattice defects, 33, 85 
lattice dynamics, 10, 51, 85, 291, 342, 387, 

438,497,527 
lattice energies, 6, 7 
lattice sum calculations, 246, 274, 276, 278 
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lattice vibrations, 7 
anharmonicity of, 11 

Laves phases, 324,501,600 
lepidocrocite (y-FeOOH), 254-6 
lifetime of excited state, determination of, 

82 (see also individual nuclides and 
appendix 1) 

ligand-filled crossover (see spin crossover) 
ligand-field strengths, determination of, 85 

relation to 57Fe chemical isomer shift, 187 
line broadening, 14, 32-5 
line intensities (see also Clebsch-Gordan 

coefficients, Goldanskii-Karyagin 
effect, saturation effects, recoil-free 
fraction, quadrupole spectra, partial 
orientation of crystallites, etc.) 

angular dependence of, 66-72 
in polarisation studies, 105 
saturation effects, 71 
tabulation of, 612-18 

line-shapes of 57Fe in fluctuating magnetic 
field, 74 

linkage isomerism in cyanides, 181, 182 
lithium drifted germanium detectors, 37 
localised magnetic impurity moments, 342 
lollingite (FeAs2), 284 
Lorenzian curves, computer fitting of, 41, 

42 
Lorenzian distribution, 12, 14, 16, 348, 459 
Lorentz (magnetic field), 60 
low-spin iron complexes (see Chapter 7) 
low-spin iron(I), 218, 219 
ludlamite (Fe3(P04h.4H20), 138 
lunar samples, 294-6 

magnetic dilution (doping) technique, 175, 
176, 304 

magnetic dilution and spin relaxation time, 
336 (see also spin relaxation) 

magnetic dipole interactions, 46, 60, 62 
magnetic dipole (Ml) transitions, 66 
magnetic field, sign of, 60-2 

sign of in iron metal, 306 
magnetic field flux density, units of, 619 
magnetic hyperfine interactions, 59-63 (see 

also antiferromagnetic, ferromagnetic, 
internal magnetic field, etc.) 

in 57Fe spectra, 102-8 
in 119Sn compounds, 394 
quadrupole perturbation of, 63-5 

magnetic interactions in (see antiferro
magnetism, Neel temperature, etc.) 

antimony compounds using 121Sb, 445-8 
binary iron oxides and hydroxides (see 

iron oxides and hydroxides, ternary 
oxides, spinel oxides, silicate minerals, 
etc.) 

caesium compounds using 133CS, 488 
cytochrome, 364, 365 
dysprosium compounds: using 161Dy, 

563, 565-72 
using 160Dy, 164Dy, 573 

erbium compounds using erbium reson
ances, 574-9 

europium compounds: using 151Eu, 
544-8, 550-5 

using 153Eu, 556-8 
[Fe(H20)6]SiF6, 130-2 
ferricyanides,174-7 
gadolinium compounds using gadolinium 

resonances, 560-2 
gold alloys using 197 Au, 527-9 
haeme derivatives, 354, 355 (see also 

biological compounds) 
haemoglobin derivatives, 357-62 
hafnium alloys using 17sHf and 18°Hf, 

506, 507 
ilmenite from the moon, 294-6 
impurity (source) studies, 329, 331, 

333-5, 338, 339 
iodine compounds using 1291, 479-81 
iridium alloys and compounds using 

1911r and 193Ir, 519-23 
iron(lI) halides, 113-25, 127, 128 
iron(lI) oxyacid salts, 133, 135-8 
iron(III) halides, 148-50, 153, 154 
iron(III) oxyacid salts, 155-7 
iron (IV) ternary oxides, 280-3 
iron(VI) compounds, 217, 218 
iron alloys, 309-17 
iron chalcogenides, 283-6 
iron cyanide complexes, 174-7, 180 
iron intermetaJlic compounds, 317-24 
iron metal, 304-8 

in lunar samples, 294-6 
iron oxides and hydroxides, 238-58 
krypton using s3Kr, 438-9 
low-spin iron(I) compounds, 218 
metals doped with 57CO, 341-4 
metalloproteins, 365-8 
nickel alloys and compounds using 

61Ni, 494, 495, 497 
neodymium alloys using 145Nd, 538, 

539 
neptunium compounds using 237Np, 

600-3 
organotin compounds (see tin(IV) or-

ganic compounds) 
osmium alloys using 1890S, 516, 517 
peroxidase, 364 
platinum alloys using 195Pt, 524-6 
ruthenium alloys using 99Ru, 500, 501 
samarium compounds using 149Sm, 

152Sm, 154Sm, 539-43 



silicate minerals, 288 
spinel oxides, 258-69 
S = 1 iron(II) compounds, 205, 206 
S = t iron(III) compounds, 207-12 
tantalum using 181W/Ta, 508, 509 
tellurium compounds using 125Te, 461, 

462 
ternary oxides of iron, 270-80 (see also 

spinel oxides; iron(IV) ternary oxides, 
etc.) 

thulium compounds using 169Tm, 583, 
584 

tin(II) compounds, 382-5 
tin(IV) inorganic compounds, 394-7 
tin(IV) organic compounds, 401 
tin alloys, 419-24 
tungsten alloys using 182W, 183W, 184W, 

186W, 511-13 
uranium compounds using 238U, 599-600 
xenon clathrate using 129Xe, 486 
ytterbium compounds, using ytterbium 

resonances, 586-90 
magnetic moment and quadrupole splitting, 

relation between, 141 
magnetic perturbation method for sign of 

e2qQ, 130, 186, 190, 218, 233 
magnetic perturbation of 119Sn quadrupole 

interactions, 380-5, 394-7 
magnetic properties: of alloys, 85, 103, 104 

of spin-crossover complexes (see spin 
crossover) 

magnetic spectra, angular dependence of, 
67-9 

appearance of more than six lines line in, 
115, 116 

influence of electronic relaxation time 
on, 73 

magnetic susceptibility tensor, 131 
magnetite (Fe304) (see also iron oxides), 

251--4 
hydrated, 345 
in meteorite, 346 
possible presence in lunar samples, 295 

marcasite (FeS2), 284, 285 
martensite, 318-22 
mechanical drives (see constant-velocity 

drives) 
mercury e01Hg), 530,531 
meridial geometric isomers, 199 
mesoporphyrin, 353 
metallic iron, 304-8 
metalloproteins, 365-9 
metal-metal bonded compounds, 403, 405, 

414,415 
metals studied by 57CO doping, 340--4 
metamagnetism in FeC03, 136 
meteorites, 346 
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methaemoglobin, 360 
metmyoglobin, 363 
Me2SnF2, Goldanskii-Karyagin effect in, 

76 
micas, 294 
momentum, conservation of, 2 
momentum transfer to lattice, 1,6-9 
monochromatic source of polarised radia-

tion, 107 
monoclinic pyroxenes in lunar samples, 

295,296 
monolayers of tin, 418 
montmorilJorite, 294 
moon rocks (see lunar samples) 
Morin temperature, 240-6 
Morin transition, 272, 284 
Mossbauer effect, applications of (see 

Chapter 4) 
in frozen solutions, 86 

Mossbauer parameters, 84 (see also chemi
cal isomer shift, quadrupole splitting, 
etc.) 

Mossbauer sources (see individual nuclides) 
desirable properties of, 32 

Mossbauer spectrometers, 17-30 
Mossbauer spectrum, 15-16 

computer simulation of, 65, 66 
Mossbauer transitions, tabulation of data, 

607-11 
motional narrowing (see also relaxation 

effects), 151 
motional narrowing of magnetic inter

actions, 104 
mUltiple twinning in Fe304, 252, 253 
multipolarity of radiation, tabulation of, 

607-11 
multipolarity of ,,-transition, 66 
multiscalar-mode spectrometers, 25, 26 
muscovite, 294 
Ml/E2 mixing ratio (see E2/Ml mixing 

ratio) 

NaI/TL scintillation detector, 36 
NASA Lunar Receiving Laboratory, 294 
natural linewidths for Mossbauer transi-

tions, tabulation of, 607-11 
Neeltemperature,63 
Neel temperature in 

dysprosium compounds, 566-70 
erbium compounds, 577 
europium EuO, 55 
high-spin iron(II) compounds, 113-16, 

119-21, 124, 125, 129 
ilmenite from moon, 295 
impurity (source) studies, 331--4, 338 
iron(I1) oxyacid salts, 135-8 
iron(III) halides, 148-50, 153, 154 
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Neel temperature in-contd. 
iron(IV) ternary oxides, 280-3 
iron(VI) compounds, 217, 218 
iron intermetallic compounds, 323, 324 
iron oxides and hydroxides, 244--7, 254-6 
lunar ilmenite, 295 
spinel oxides, 261-9 
tellurium compounds using 12STe, 462 
tellurium compounds using 1291 (from 

129mTe),481 
ternary oxides of iron, 272-80 (see also 

spinel oxides, iron(IV) ternary oxides, 
etc.) 

thulium compounds, 583 
tin alloys, 419, 421, 422 
tin doped into NiO and Cr203, 398 
uranium dioxide, 599 

neodymium 14sNd, 537-9 
neptunite, 293 
neptunium 237Np, 600--4 
neutron diffraction studies, 137 
neutron irradiation for 83Kr, 437 
nickel (61Ni), 493-7 
nickel hydride studied by 57CO doping, 

342, 343 
nitrogen fixation, 369 
nitroprusside ion (see iron cyanide com

plexes, substituted; sodium nitroprusside) 
non-Lorentzian line-shape, 249, 250,268 

from unresolved asymmetric quadrupole 
interactions in lSlEu, 545 

non-resonant attenuation of y-rays, 15, 34, 
35 

non-stoichiometry, 85,239 
in EU203, 550 
in Pe1_,,0, 248-51 
in Pe304, 253, 254 
in ,B-PeOOH, 254, 255 
in iron sulphides, 284 
in silicate minerals, 286-94 
in spinel oxides, 265 

nordenskioldine (CaSnB20 6), 399 
normal spinel structure (see spinel oxides) 
nuclear Bohr magneton, 60 

units of, 619 
nuclear data for Mossbauer transitions, 

tabulation of, 607-11 
nuclear magnetic moments, 60 

determination of, 83 
of S7Pe, 102, 103 
sign of, 61 
tabulation of, 607-11 

nuclear magnetic resonance constants in 
tin(lV) compounds, 403 

nuclear parameters (see individual elements) 
nuclear physics, application of Mossbauer 

effect to, 82, 83 

nuclear quadrupole moment, 54 (see also 
quadrupole moment) 

determination of, 83 
for 57Pe, 97-9, 235 
tabulation of, 607-11 
units of, 619 

nuclear quadrupole resonance, 54 
in antimony compounds, 442 
in iodine compounds, 465-7, 482 

nuclear radius, change on excitation, 47-50, 
83 (see also under individual elements; 
nuclear data) 

nuclear reactions for source preparation, 
30,433,434,437 

nuclear spin, determination of, 83 
quantum numbers, tabulation of, 607-11 

nuclear volume change on excitation, 47-50 
nuclear Zeeman effect (see magnetic 

hyperfine interaction) 
nucleotides, 369 

olivines, 287, 288,292 
on-line computers, 26 
optical isomeric shift, 47 
orbital contribution to magnetic hyperfine 

field, 150, 174,206,217,244,271,522 
orbital magnetic moment, 62 
orbital reduction factor: for Pe2+, 97 

for [FellI(CN)6P-, 182 
order-disorder phenomena, 85,239,240,309 
organometallic compounds of iron (see 

Chapter 9) 
Orgueil meteorite, 346 
orthoferrites (MPe03), 269, 273, 274 
orthopyroxenes, 287-90, 292 
osmium (1860 S, 1880S, 1890S), 514-18 
ovens, 38-9 
oxidation state, determination of, 84, 85, 

91-5,285,286,451,452 
influence on 57Pe quadrupole spectra, 

99-102 
oxime complexes of iron, 190, 191 

palladium hydride system studied by S7CO 

doping, 344 
paraelectric region and recoil-free fraction, 

398 
parity,66 

conservation of, 56 
of nuclear states, tabulation of, 607-11 

partial chemical isomer shifts, 186-7, 221 
partial orientation of crystallites, 68, 76 
particle size, determination of, 85 

influence on recoil and diffusion process, 
346 

influence on resonance, 35, 254 
influence on spin crossover, 200 



Pauling electronegativity (see electro-
negativity) 

pendulum drives, 20 
pentacyanide complexes of iron, 188, 189 
perovskites (MFe03), 269, 272, 273, 280, 

283 
perovskite stannates (MSn03), 394, 398 
peroxidase, 363, 364 
phase changes studied by Mossbauer effect, 

86 
phosphine complexes of iron, 188, 189 
phosphors studied by 57Fe, 345 
photoelectric effect and Mossbauer dis-

persion term, 509, 556, 565 
phthalocyanine complexes of iron, 190 
piezoelectric drives, 21, 22,498 
pigeonite in lunar samples, 295 
plastic-deformation induced ferro-mag-

netism, 312 
platinum (195pt), 524-6 
point-charge model for electric field 

gradient, 184-5 
Poisson distribution, 41,42 
polarisation coefficients, 70 
polarised iron metal-57Co source and sign 

of e2qQ, 256 
polarised radiation studies with s7Fe, 

104-8 
polarising power of cations, influence on 

chemical isomer shift of, 173, 174, 387 
polycrystalline sample, effect of partial 

orientation, 68, 76 
Pople-Segal-Santry self-consistent M.O. 

method,378 
porphyrin, 353 
portland cement studied by s7Fe, 345 
potassium eOK), 433, 434 
praseodymium (141Pr), 537 
premelting anomaly in ,B-tin, 418 
pressure, disproportionation of SnO under, 

387 
effect on: chemical isomer shift, 53, 54, 

94,118,119,148,153,171,177,235, 
250, 251, 285, 307, 420 

internal magnetic field, 54, 307, 334 
FeF2 spectra, 118 
insoluble Prussian blue, 181 
Mossbauer parameters, 418 
quadrupole splitting, 54,148,153,177, 

206,235,246,250,251,285,498 
second-order Doppler shift, 53 
spin-density imbalance, 62 

generation of quadrupole splitting in 
Sn02,374 

units of, 619 
pressure cells, 39 
pressure effects, hysteresis in, 171 
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pressure-induced reduction of Fe3+ to Fe2 + , 
152, 153, 155-8, 331 

pressure-induced reversal of sign of e2qQ, 
246 

promethium (,47Pm), 539 
protactinium (231Pa), 596, 597 
protein molecules (see biological com

pounds) 
protoporphyrin, 353 
Prussian blue, 178-82 (see a/so iron cyanide 

complexes) 
pseudo-brookite, 279 
pseudoquadrupole interaction, 76-8, 580 
pulse-height analyser spectrometers, 23-5 
pyrite (FeSz), 284, 285 
pyrope, 287, 288 
pyroxene (see a/so monoclinic pyroxene, 

orthopyroxene), 295,296 
,,-back donation (see ,,-bonding) 
,,-bonding character, determination of, 85 

in haemoglobin derivatives, 357-9 
in iodine compounds, 468, 472, 474, 478, 

479 
influence on: s7Fe chemical isomer shift, 

95,96 
Mossbauer parameters, 164, 169, 170, 

183, 215, 226, 228, 229 
quadrupole interactions in Sn(IV) 

compounds, 400-2, 408 
,,-cyclopentadienyl derivatives (see ferro

cene and its derivatives) 
,,-electron interaction in europium systems, 

554 

quadrupole coupling constant e2qQ, sign 
of, 57, 58 (see a/so quadrupole splitting 
and individual elements) 

determination of sign by polarisation 
experiments, 106 

sign of in high-spin iron(II) halides and 
complexes, 106, 113, 119, 122, 124, 125, 
127 

quadrupole/dipole mixing ratio (see E2/Ml 
mixing ratio) 

quadrupole moment, sign of (see a/so 
individual elements), 54 

quadrupole perturbation of magnetic spec
trum, 256 

quadrupole spectra, angular dependence of, 
67-9 

cause of asymmetric, 73, 129, 130 
hysteresis effects in, 141 
relative intensity of lines, 67-72 

quadrupole splitting, effect of pressure on 
(see a/so electric quadrupole interactions, 
electric field gradient tensor, etc.), 54, 
148,153,177,206,235,246,250,251 
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quadrupole splitting in S7Pe, 96--102 
dependence on oxidation state, 99-102 
effect of: covalency on, 99, 102 

site symmetry on, 99, 100 
spin multiplicity on, 99 
spin-orbit coupling on, 100, 101 

linear relation with chemical isomer shift, 
226 

quadrupole splitting in 
antimony compounds using 121Sb, 442-7 
binary iron oxides and hydroxides (see 

iron oxides and hydroxides) 
cyclopentadienyliron derivatives, 233-6 
cytochrome, 364-5 
dysprosium compounds using 161Dy, 

565-7,569-71 
dysprosium compounds using 164Dy, 573 
erbium compounds using erbium reso-

nances, 577-9 
europium compounds using 15 1 Eu, 545-9 
europium compounds using IS3Eu, 556-8 
gadolinium compounds using gadolinium 

resonances, 560-2 
gold alloys and compounds using 197Au, 

528-31 
haeme derivatives, 353-6 (see also bio

logical compounds) 
haemoglobin derivatives, 356--63 
hafnium compounds using 176Hf, 178Hf, 

18°Hf 505 506 
high-spi~ iro~(I) systems, 216, 218, 219 
impurity (source) studies, 333, 335-8 
iodates using 1271 and 1291,470-1,479-81 
iodides using 1271 and 1291,469-79 
iodine, 1271 and 1291 compared, 364 
iodine compounds, systematics of, 467, 

468 
iridium compounds using 1911r and 

1931r, 519-23 
iron(II) chelate complexes, 187, 188 
iron(II) halides, 113, 116-20, 122-30 
irin(II) nitrogen complexes, 141-7 
iron(lI) oxyacid salts, 130, 133, 139 
iron(lII) chelate complexes, 159-64, 187, 

189 
iron(III) halides, 148-55 
iron(III) oxyacid salts, 155-9 
iron(IV) complexes, 215-17 
iron(IV) ternary oxides, 280-3 
iron(Vl) compounds, 217, 218 
iron alloys, 315, 317 
iron carbonyl derivatives, 221-36 
iron chalcogenides, 283-6 
iron cyanide complexes, 169-87 
iron dithiolate complexes, 212-16 
iron intermetallic compounds, 317, 320--4 
iron hydroxides, 254-8 

iron oxides and hydroxides, 238-58 (see 
also spinel oxides, silicate minerals, 
etc.) 

krypton compounds using 83Kr, 437-41 
lunar samples, 294--6 
metalloproteins, 365-8 
metals doped with S7CO, 341 
neptunium compounds using 237Np, 

601-3 
nickel compounds using 61Ni, 496, 497 
organo-iron complexes, 221-36 
organotin compounds (see tin(IV) organic 

compounds) 
peroxidase, 363, 364 
ruthenium compounds using 99Ru, 501-3 
samarium compounds using 149Sm and 

154Sm 540-2 
silicate ~inerals, 286--94 
Sn02 under pressure, 374 
spin-crossover situations, 194-205 
spinel oxides, 258-69 
S = I iron(II) compounds, 205, 206 
S = t iron(III) compounds, 206-8, 212, 

213-15 
tantalum using 181Ta, 508, 509 
tellurium compounds using 12sTe, 453-62 
ternary oxides of iron, 269-80 (see also 

spinel oxides, iron (IV), ternary oxides, 
etc.) 

thulium compounds using 169Tm, 580-3 
tin(II) compounds, 382-90 
tin(IV) inorganic compounds, 390-5, 

398,399,478 
tin(IV) organic compounds, 399-417 
tin metal and alloys, 417-20 
tungsten compounds using 67Zn , 498 
uranium compounds using 238U, 599,600 
xenon compounds, 483--6 
ytterbium compounds using ytterbium 

resonances, 587, 588, 590 
zinc oxide using 67Zn, 498 

quadrupole systematics (see individual 
elements) 
quadrupole-Zeeman interactions, 63-5 

quality control by Mossbauer effect, 345 
quaternary oxides of iron, 272-9 

radiation damage, 604 
radiolysis experiments (see also gamma

radiolysis), 331 
rare-earth elements (see Chapter 17) 
rare-earth iron garnets, 536, 539, 544--6, ~51, 

552, 557, 558, 583, 587 
Rayleigh scattering of ,,-rays, 27, 29, 30, 

110,374 
recoil energy, 1-7,9 

compensation of by ultracentrifuge, 5 



implantation technique, 109 
tabulation of, 607-11 

recoil-free fraction, 2, 6, 8-16, 30, 34, 35, 85, 
136, 140, 253, 342 

and diffusion processes, 348 
and paraelectric region, 398 
and polymer structure, 333 
anisotropy of (see Goldanskii-Karyagin 

effect) 
at ferroelectric transition, 171 
discontinuity at cx-y phase transition, 307 
effect of particle size, 246 
for 119Sn sources, 374, 375, 394 
in Fe(OHh gels, 257,258 
in ,B-tin and its alloys, 417-20 
in krypton and krypton clathrate, 438 
ofSnH4,402 
relation to Curie temperature, 394 
using 197 Au, 527 
using 161Dy, 569 
using 4°K, 434 
using 61Ni, 494 
using Z37Np, 600 
using 1860S and 1880S, 515 
using 19SPt, 524, 526 
using 1zsTe from 1zsl, 459 

recoil implantation for 73Ge, 435 
reduction factor F in iron compounds, 100, 

101 
refractive-index measurements by Moss

bauer spectroscopy, 82 
relativistic time-dilation, 417 
relativity, application of Mossbauer effect 

to, 80-2 
relaxation phenomena, 72--4 (see also bio

logical compounds, spin-lattice relaxa
tion, etc.) 

repetitive velocity scan systems, 21-6 
resolving power, intrinsic, 7 
resonance absorption cross-section, 2, 

11-16,34 
tabulation of, 607-11 
of ultraviolet .radiation, 4 

resonance overlap, 4, 15, 18 
resonance scintillation counter, 37, 38 

for 119Sn, 375 
rhenium (187Re), 514 
Rhodospirillum rubrum, 365 
ribonucleic acid (RNA), 369 
rotating cam drives, 19,20 
rotating disc drives, 20, 21 
rotation matrices, 70 
ruthenium (99Ru), 499-504 

samarium (149Sm, lS2Sm, 1S4Sm ), 539--43 
samarium iron garnet, 539 
sandwich compounds (see ferrocene) 
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sapphirine, 292 
saturation effects on line intensities, 71 
scattering and interference of Mossbauer 

radiation, 82 
scattering-geometry experiments, 27-30, 86, 

514, 525 
scintillation-crystal detectors, 36 
screw-type magnetic ordering, 462 
second-order Doppler shift, 50-3, 85, 171, 

173,246,307,31O,,J42 
in europium compounds, 550 
in iron compounds, 96 
in iron(II) halides, 127 
in tin compounds, 394 
using 4°K, 434 

selection rules for y-transitions, 56 
s-electron density at the nucleus (see also 

chemical isomer shift), 48 
and shielding effects, 50 

semiconductors studied by S7CO doping, 
338-9 

shielding factor (see Sternheimer anti
shielding factor) 

shift operators, 55 
Shulman-Sugano treatment of bonding in 

iron cyanide complexes, 170 
SI units, 619 
siderite, 135, 136 
silica gel, adsorption of SnH on, 398 
silicate minerals (see also lunar samples), 

286-94, 346 
silicon-29 n.m.r. data, 322 
silver ('o7Ag), 504 
site occupancy in 

doped ferroelectrics, 339 
ferrite-type oxides, 85 
y-Fez03' 248 
Fe4N,321 
silicate minerals (see silicate minerals) 
spinels, 258-69 
substituted europium iron garnet, 551, 

552 
ternary iron oxides, 271-3, 278 

site symmetry, determination of, 84, 85 (see 
also quadrupole interactions) 

effect on s7Fe quadrupole spectra, 99,100 
Slater's shielding rules, 467 
sodium nitroprusside 

Naz[Fe(CN)sNO].2HzO, absolute 
value of quadrupole splitting in, 182, 183 

used as standard for s7Fe chemical 
isomer shift, 90 

solid-state diffusion, 346-8 
solid-state physics and chemistry, applica

tion of Mossbauer effect to, 84-6 
solid state reactions, studied by Mossbauer 

effect, 86 
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soluble Prussian blue, 178-80 
sources (see individual Mossbauer nuclides) 

desirable properties of, 32 
source experiments with 57Pe, 329-44 
source motion, correction term for, 18, 19, 

21 
source preparation, 30-3 (see also individual 

elements) 
spectrochemical series, relation to 57Pe 

chemical isomer shift, 187 
spin canting, 240 
spin crossover, 85, 143-5 

in iron(lI) compounds, 194-201 
in iron(lII) compounds, 202-5 

spin-density imbalance, 60-2 
effect of pressure on, 62 

spin-flip in iron(lI) halides, 122, 129 
in PeC03, 136 

spin-flip process (see also Morin tempera
ture),244 

spin-lattice relaxation time, 72, 73, 291 
spin multiplicity in 57Pe compounds, and 

chemical isomer shift, 91, 95, 168 
and quadrupole splitting, 99, 168 

spin operators, 65 
spin-orbit coupling, effects on "Pe quadru

pole spectra, 100, 101 
spin-relaxation effects in magnetic inter-

actions (see superparamagnetism, 
motional narrowing, etc.) 

spin-spin relaxation time, 72, 159, 163 
solvent dependence of, 159 

spin waves, 73 
spinach ferredoxin, 366, 367 
spinel structure: of y-Pel 03, 246 

of Pe304, 251 
of CuCrlTe4 using 12sTe, 462; using 

129I"(from 129mTe), 481 
of oxides AB20 4, 258-69 
of oxides studied with 121Sb, 446-7 
of sulphides (ABl S4), 285 
of tin (SnM20 4), 394 

starch-iodine blue complex, 474 
staurolite, 287-91 
steel, 90, 319 
Sternheimer, antishielding factor, 58, 99, 

101 
shielding factor, 58, 97 

structural assignments from Mossbauer 
spectra, 221, 223, 226, 229-33 

sulphide spinels (see spinel sulphides) 
superconducting magnet installation, 391 
superconducting states in tin and its alloys, 

419 
superparamagnetism, 104, 157, 246, 254, 

266,268,271,338,345 
surface states, 85, 329, 344, 345 

Taft inductive factor u*, 412 
tantalum ('8ITa), 507-9 
tealite (PbSnS2), 399 
technetium (99Tc), 499 
tellurium (12sTe), 452-62 

decay after-effects, 459, 460 
decay scheme, 453 
inorganic compounds, 453, 459 
sources, 452, 453 
tellurides, 460-2 

tempering, effect on Mossbauer effect in 
martensite, 321 

tephroite, 288 
terbium (,59Tb), 563 
ternary oxides of iron (see also spinel 

oxides, garnets, etc.), 269-83 
tesla (SI unit), 619 
tetrahedral PeX42 - complexes, small dis

tortion in, 125-8 
thermal decomposition followed by Moss-

bauer effect, 142, 157,554 
thermal line broadening, 1-5, 7 
thermal neutron beam to generate 4°K, 434 
thermal red shift in ,B-tin, 417 
thorium (232Th), 596, 597 
thulium (169Tm), 579-85 
thulium iron garnet, 583 
thulium salts, pseudoquadrupole inter-

actions in, 77 
time-mode spectrometers, 25, 26 
time-reversal invariance, 82, 501, 522 
tin-119 (see also Chapter 14) 

decay scheme, 371, 372 
nuclear parameters, 371, 372, 375-80 
sign of MfR, 375-9 
sources, 371-5 
tin(II) compounds, 381-90 
tin(IV) hydride derivatives, 402, 403, 405 
tin (IV) inorganic compounds, 390-9 
tin(IV) organic compounds, 399-417 
tin alloys, 417-24 
tin impurity atoms, 421-4 
tin metal, 417, 418 

Torula utilis yeast strain, 364 
Townes-Dailey theory of n.q.r., 467 
trioctahedral micas, 294 
troilite (PeS), 284 

in lunar samples, 295, 296 
tungsten ('82W, 183W, l84W, 186W), 509, 

513 
Turnbull's blue, 178-81 
twinning in Pe304, 252, 253 

units, note on, 619 
uranium (238U), 597-600 

vacuum cryostats, 38 



vacuum furnace, 39 
valence-electron contribution to e2qQ, 

130 
van der Graaff accelerator: for 4°K, 434 

for 73Ge, 435 
variable temperature control, 39 
velocity calibration, 39-41 

by diffraction grating, 40 
by optical interferometer, 40, 41 
by quartz crystal modulation, 41 
international standards for, 39 

velocity modulation of ')I-rays, 17-26 (see 
also Doppler velocities, etc.) 

Verwey transition in Fe304, 251-3 
vibration frequencies (Lr./Raman) com

pared with Mossbauer data, 479 
vibrational energy of a crystal, 6-8 
vibrational modes (see Debye model, 

Einstein model, lattice vibrations, etc.) 
vicinal geometric isomers, 199 
viscous liquids, Mossbauer effect in, 6, 346, 

347 
vivianite, Fe3(P04)2.8HzO, 137, 138 

Walker-Wertheim-Jaccarino calibration of 
57Fe chemical isomer shift, 91-4 

wave vector for ')I-photon, 9 
Weiss-field model, 266, 267 
window materials, desirable properties of, 

35 
for vacuum cryostats, 39 
iron impurity in, 39 

Wustite (Fel_xO) (see also iron oxides), 
248-51 
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WWJ model (see Walker-Wertheim
Jaccarino calibration) 

WWJ-type calibration of 61Ni data, 496 

Xanthine oxidase, 367, 368 
xenon compounds, synthesis by ,8-decay of 

1291 compounds, 483-6 
X-ray diffraction, compared with Moss

bauer effect, 8, 9, 11 

Yaffet-Kittel model, 266, 267 
yeast, Torula utilis, 364 
ytterbium (17°Yb, 171Yb, 17zYb, 174Yb, 

176Yb), 585-90 
ytterbium iron garnet, 587 
yttrium iron garnet (YIG), use of in 

polarisation experiments, 107, 108 
substituted by tin, 394 

Zeeman interaction (see magnetic hyperfine 
interactions, etc.) 

Zeeman levels of 57CO, 307, 308 
Zeeman lines (see magnetic hyperfine inter-

actions) 
Zeeman precession frequency, 73 
Zeeman-quadrupole Hamiltonian, 66 
Zeeman-quadrupole interactions, 63-5 
zeolites studied by 57Fe, 345 

adsorption of SnH on, 398 
zero-phonon events (see recoil-free fraction) 
zero-point motion, 50-3 
zinc (67Zn), 497-9 
zinnwaldite, 294 
zussmanite, 292 
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